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Introduction

"Industry 4.0 is the vital question for [...] industry, but it must answer
it globally. [...] Industry4.0 is a revolution that will determine the
2020's. It will change entire business models and industry worldwide."

(CEO of Siemens AG Joe Kaeser at the Hannover Trade Fair 2015)

In the recent two decades, we have been experiencing a new industrial revolution. From
the invention of the mechanic weaving loom at the end of the 18th century to the mass pro-
duction of goods driven by the increasing availability of electricity at the turn of the 19th

to the 20th century, and the automation of manufacturing facilities since the 1970s, the
recent 4th industrial revolution is characterized by digitalization. In the public discourse,
the recent technological developments and implications are commonly calledlustry 4.0,
used as a sort of umbrella term for[...] a group of rapid transformations in the design,
manufacture, operation and service of manufacturing systems and produdts or, more
particularly, for: "the next phase in the digitization of the manufacturing sector, driven
by four disruptions: the astonishing rise in data volumes, computational power, and con-
nectivity, especially new low-power wide-area networks; the emergence of analytics and
business-intelligence capabilities; new forms of human-machine interaction such as touch
interfaces and augmented-reality systems; and improvements in transferring digital in-
structions to the physical world, such as advanced robotics and 3-D printli®) However,

the term includes much more than just the limitation to industry, but should rather be
understood as both a fundamental change of economy and of society as well. German
chancellor Angela Merkel called the technologydisruptive", or " a disruption of the entire
social life"Bl, as it a ects an ever-increasing number of sectors, such as security, environ-
ment, nance, mobility, research and education, health, media, culture, job market and
trade. In this sense, one could ask the crucial questionWhat kind of society do we
want for the future?. On the one hand, Industry4.0 opens up tremendous opportunities
for achieving e.g. the Sustainable Development Goals set by the UN in the 2030 agenda
for sustainable developmeril, but, on the other hand, especially when also considering



1. Introduction

the emergence of arti cial intelligence (Al), raises fundamental questions of ethics and
human rights®7, Thus, it is justi ed to consider the recent technological advances as
revolutionary and potentially one of the major topics not only in our industrial societies
but on a global scale.

The technological progress is fundamentally based on the exploitation of physical e ects
and, more particularly, the utilization of electronic and magnetic phenomena. Starting
from the development of CMOE technology in the 19608 and following advances in
semiconductor physics enabling to shrink electronics down to the nanometer size, the
technological evolution is breathtaking. It proves physicist Richard Feynman's vision,
formulated in 1959, right, namely to reach:

~computers with wires no wider than 100 atoms, a microscope that can view individual atoms,
machines that could manipulate atoms 1 by 1, and circuits involving quantized energy levels or the
interaction of quantized spins.\

(Richard P. Feynman ; There's Plenty of Room at the Bottom!)

However, classical semiconductor technology is nowadays reaching its limits and meets the
guantum e ect dominated range of several atomic radii. Novel approaches go beyond the
classical limits and exploit physical e ects in, i.a., photonicB% quantum technology*4,

or magnetics. The latter is of particular interest, as it is in general nano-sized, CMOS
compatible, radiation-hard, and easily manipulable on a precise, rapid and low energy
scald®¥l, The combination of properties from electronics, with smallest unit the electron
charge, and magnetics, with smallest unit the electron spin, is calleghintronics and has

lit technological breakthrough since its discovery in the late 198845, honored with the
Nobel prize in Physics forP. Gr enberg and A. Fert  in 2007181,

Already in the 1990s, spintronics revolutionized the e ciency of data storage and en-
abled very sensitive magnetic eld sensors, being nowadays key components in Industry
4.0. Beyond that, novel concepts utilize magnetization dynamics in spintronic devices,
accessing a highly recon gurable range of applicatioRd, such as a new type of logic op-
erators 18 wide-band high-frequency communicatiof?2021222% proadband microwave
energy harvesting?, frequency detectio?®28, and bio-inspired networks for neuromor-
phic computingl?/28],

A prominent candidate featuring multifunctionality of the mentioned capabilities are spin-
torque nano-oscillators (STNOs), which are in the focus of the present thesis. Possible
applications are all strongly linked to the STNO's fundamental property, i.e. its non-

1Complementary metal-oxide-semiconductor
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Figure 1.1.: (a) Classical von Neumann architecture: Memory and processing unit are spa-
tially separated causing an immense data exchange detrimental to e ciency (Von-Neumann-
bottlenecK). (b) Parallel architecture of the brain, modelled by mutually coupled spin torque
hano-oscillators; adapted fron2%30],

linearity, which describes a coupling between the oscillator's amplitude and ph&3&4.

It provides the basis to manifold phenomena such as injection locking to an external
rf signall®334, synchronization of multiple STNO433837 or the spin torque diode ef-
fectl?SE83940 - Nonlinearity furthermore enables the deployment of STNOs in networks
mimicking the parallel architecture of the brain (see g.[1.1p) in order to fulll com-
plex cognitive tasks, such as image or speech recognition, computationally too intensive
in conventional von Neumann architectured (see g. ). The human brain is so far
still unbeaten in terms of performance and energy consumption, not yet reached in e.qg.
the most prominent implementation of brain-inspired Al computation inAlphaGo B243],
For comparison, the brain consumes 20W for 10 neurons and 1& synapse§4,
whereas AlphaGo operates at 1 MW for 10° emulated neurons. Required in order to
handle big data, the rise of arti cial intelligence (Al) might even go beyond Industry.0,
especially when potentially trespassing deep or reinforcement learning in the future and
realizing a general AP,

However, along with the potential resulting from nonlinearity in STNOs, the latter also
causes their poor spectral coherence and leads to a conversion from amplitude to phase
noiseSL8248l Hence, it limits the oscillator's amplitude and frequency stability, and there-
fore its applicability in real practical devices, such as frequency emitters, detectors, sensor
and also neuromorphic networks.

Thus, major challenges in the research on the promising spin torque nano-oscillators
concern their noise characteristics and their ability to couple with each other in order to

synchronize or perform complex dynamics. In the present thesis, exactly these two points
are envisaged: Noise in a single STNO is fundamentally studied in order to obtain a more
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profound understanding of the governing parameters. Expanding to coupled STNOs, we
study the characteristics of synchronization, also regarding noise e ects, and furthermore
for the rst time report more complex dynamics in a coupled STNO array.

Structure of the thesis

In chapters[2 &[3, we rst present the general framework of the thesis providing an in-
troduction to the physical concepts and a description of the mainly used experimental
methods. We speci cally concentrate on vortex based STNOs, a major representative
among STNO realizations and considered as a sort of model system for nonlinear dynam-
iCS.

In chapters[4 &[5, the major advances regarding the noise characteristics of STNOs
acquired within this thesis are presented. A special focus lies oafl icker noise, so far
not yet considered within this context.

We then describe in chaptef 6 a novel mode in the dynamics of a magnetic vortex, em-
phasizing a stochastic state probability regime. Moreover, the mode allows us to con rm
a nding in the characteristics of the icker noise stated before.

In order to reduce the noise in STNOs, we present in chpt] 7 the circuit based approach
of a phase locked loop (PLL). We report a substantial reduction of phase noise towards
the implementation of STNOs in actual applications and circuits.

Chapters[8 &[9 subsequently mainly concentrate on the dynamics of coupled STNOs.
Demonstrating synchronization in chpt.[ 8, we investigate the noise characteristics of the
synchronized oscillators and nd that along with a general improvement of the emitted
rf characteristics, amplitude uctuations can become signi cant, potentially limiting the
scalability of STNO networks. In chpt.[9, we report for the rst time more complex cou-
pled dynamics beyond synchronization, and introduce the physical concept of emerging
exceptional points. Connecting the concept of complex coupled dynamics with noise-
induced stochasticity, we argue that the ndings can open up a new path in the frame-
work of neuromorphic computing. Furthermore, the emergence of exceptional points can
leverage the realization of a novel type of high sensitivity sensors.

Finally, the main results of the manuscript are summarized in chaptér 10 and some per-
spectives of the work are discussed.



General framework: The studied system
and theoretical background

In this chapter, the purpose is to provide the general framework of the studied system and
the performed analysis. We rst present the basic concept of a spin torque nano oscillator
(STNO) and introduce the important mechanisms for their realization. We speci cally
focus on magnetization dynamics and how self-sustained oscillations are maintained and
described. More particularly, we introduce the Thiele formalism which treats the mag-
netic vortex dynamics of a vortex based STNO (STVO), a model system among di erent
realizations of STNOs, mainly investigated within this thesis. Subsequently, a general-
ization for the treatment of nonlinear oscillators, the general nonlinear oscillator theory,
Is presented. It allows us to synthesize the oscillation dynamics through some simple
parameters and further enables the treatment of the system under exposure to stochastic
uctuations and noise.

2.1. The spin torque nano oscillator

Spin torque nano oscillators (STNOs) convert magnetization dynamics into electrical rf
signals by exploiting fundamental phenomena of spintronics. This mainly includes the
magnetoresistive e ect which most generally describes a device's resistance dependent on
magnetic mechanisms. More particular, especially the GMRgiant magnetoresistance
Hand TMR (tunnel magnetoresistanc)sE] e ect are of interest in the context of STNOs.
The two e ects describe the resistance of a FM/NM/FM sandwich structure associated

LGMR: Famous discovery in the late 19808425 Details on the physical mechanisms can be found in
any modern textbook on magnetism and spintronics (e.g#%) or in review articles (e.g.*8).

2TMR: First discovery and model by M. Julli ere already in 19794% . Unappreciated until the discovery
of GMR, it regained substantial attention thereafter. After theoretical e orts B, a major experimental
breakthrough was achieved in 199B182I( 18 % with amorphous ALO3-barrier) and in the early
2000'g°35415558] with considerably high TMR values > 100 % at room temperature with crystalline
MgO-barrier (subsequently up to even> 600 % in Refld).
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to the relative magnetization alignment of its two ferromagnetic layers, mainly explained
by spin dependent transport due to the materials' bandstructures. The key measure in
these kind of devices is its magnetoresistive ratio, further treated in chpf] 3:

Rap Rp

XMR = :
Rp

(2.1)

with Rap and R, the resistance values in the parallel and antiparallel magnetization
alignment of the two FMs. GMR elements { in which the non-magnetic layer (NM) is
metallic { usually exhibit MR values in the 1% order of magnitude at room tempera-
ture PE5380 whereas TMR elements { with an insulating tunnel barrier between the two
FMs { can exhibit particularly higher MRs in the range of 100 %]

Due to these two e ects, also the dynamic behavior of the magnetization can be converted
into an electrical response. Assuming the magnetization of one FM xed and of the
other one free (" xed" and "free" layer, respectively), a current passing the structure
gets spin-polarized at the xed layer and transfers a spin-torque to the magnetization
of the free layef’3l. As further elaborated in the following sections, this spin transfer
torque called e ect might excite and sustain magnetization dynamics, as a part of it acts
collinearly to the intrinsic magnetic damping. In gure[2.1, the basic principle of a STNO
IS summarized.

Figure 2.1.: Principle of a spin torque nano oscillator: A dc current 4. passing the
FM/NM/FM-structure gets spin-polarized and excites magnetization oscillations in the free
layer due to spin transfer torque. The GMR (TMR) e ect converts the magnetization dynamics
into an electrical signal.

3Measurements rst concentrated on tunnel junctions based on amorphous aluminium oxid®5251]
with highest TMR values of  70%%2 . After the description of coherent tunneling (a spin-dependent
Itering mechanism due to a coupling of Bloch states of the two FMs and the barrier) in crystalline
barriers through density functional theory B8, the focus shifted to epitaxially grown FM/MgO/FM
structures®4B5] | Here, substantially higher TMR values could be reached, the so far highest of 600 %
at room temperature®Z.
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In general, di erent practical realizations of STNOs exist, which enable su ciently high
current densities to overcome the natural damping through spin-torque. This mainly in-
cludes the nano-pillar geometrf4, also used within this thesis, or nano-contact%*l,
where the magnetization dynamics is not laterally con ned. The size of the two geome-
tries usually ranges around 10-100nm (nano-contacts) and 100 nm (nano-pillars).
Moreover, there exist di erent con gurations in order to avoid the necessity of an exter-
nal magnetic eld® or to choose and control speci ¢ magnetic modes in the free layer.
Through the control of any sort of magnetic anisotropy, di erent modes are usually im-
plemented only by the device dimensionality favoring speci ¢ magnetic modes through
the e ective magnetic eld in the free layer (see also the next section). Exploited mag-
netic modes can be of uniford§#6568I5IETITE] gcalized (bullet™8, vortex BL828384] or
prospectively skyrmiorf®8881 modes), or propagating®® nature. Important to note
that they all have an intrinsic feature of magnetization dynamics in common, which is
their nonlinearity, the reason for a lot of interesting physics in and with STNOs.
Obviously, the STNO's oscillation frequency depends on the corresponding mode, whose
eigenfrequencies are usually in the range 0of100 MHz (for the vortex con guration) up to

65 GHZY (for a uniform mode perpendicular to the plane and large out-of-plane mag-
netic eld). Topologically stabilized and energetically well separated from other mod€3,
vortex oscillators exploiting the vortex gyrotropic motion involve a larger magnetic mode
volume and feature the best spectral coherence of 100 kHz among STNOs. For other
excited modes operating at larger energies, mode crossing can occur and signi cantly nar-
row the mode coherend®939, | ogically, the STNO's output power mainly scales with
the magnetoresistive ratio in GMR and TMR structures and, during the last decade, sub-
stantially evolved from. 1nwW&4 up to a few W nowadayd®3®4 whereas GMR based
elements still remain below 1nW.

2.2. Magnetization dynamics

In this section, the basics of magnetization dynamics are introdud&d Magnetization
dynamics is most fundamentally described by the importantandau-Lifshitz-Gilbert(-
Slonczewski)-equatiorfLLG(S)-equation), which in the expansion ofJ.C. Slonczewski
also incorporates a spin torque acting on the magnetization. In general, it is a di erential

4such as "wavy" spin torquel®? | the relation of the magnetization distributions of xed and free layer and
consequently a control of the spin torque geometr{f8890ILI2I - or coupled magnetization dynamics
of two adjacent free layerd’34]

SFor further reading, Refs [92968788.59.0000 gre recommended.
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equation describing the dynamics of a magnetic domain in an external magnetic eld. It
was rst set up in 1935 byL. Landau and E. M. Lifshitz B9 and rephrased in 1955
by T.L. Gilbert including a Rayleigh-dissipation ansatB%2203:

h i
dwr dM
— = M H + — M —
dt 0 7 Mg dt
h [ h i
dmr
, dt = 1+ 02 M Heff + m M M Heff , (22)

with left-hand vector multiplication by M connecting the two rows. Here, is the
gyromagnetic ratio and  the magnetic constant. The magnetizatior™ with saturation
value Ms precesses around the e ective magnetic eldH; with a damping described
by the dimensionless Gilbert constant . The e ective magnetic eld is composed of
the contributing magnetic elds, i.e. the external, the exchange, the anisotropy, and the
demagnetization eld:

Hett = Hext + Hexeh + Hani + Haem - (2.3)

The rst summand of (2.7) describes the magnetization precession around the e ective
eld Hes , the second the precession's damping. Note that the viscous Gilbert-damping
is phenomenological and contains various microscopic dissipation proceB¥8ssuch as
scattering at phonond!®1%] electrond!® or at magnons themselve&®l,

i Figure [2.2 schematizes the dynamics of equatioh (P.2)
effA considering that a spin-polarized current entering the
C magnetic domain transfers an angular momentum to

its magnetization. In this case, an extra term must be
added to the LLG equation [2.2). This term was intro-
duced rst by J.C. Slonczewski in 1996 and hence,
it names the expanded LLG into LLGS-equation. In
_ general, as depicted in g. and further discussed
Figure 2.2.: Magnetization pre- . the followi i t of the t i
cession around the e ective mag- in the following section, a part of the torque resulting
netic eld Hes . Precession, from the transferred angular momentum is collinear to
damping and spin-torque are iden- the damping torque and is therefore of either damp-
tied by the terms in the LLGS ing or antidamping nature. Being su ciently high, the
equation (2.7). Damping and STT 9 _ ping ' 9 y hig o
are collinear. damping can even be overcome and the magnetization
can steadily precess around the equilibrium or even be

M
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switched to a new stable staté3. Obviously, the rst case describes the magnetization
dynamics in a spin torque nano oscillator, as already elaborated in sectjon]2.1.

Spin-torque terms

When an electron enters a ferromagnetic layer, its magnetic moment rapidly aligns with
the layer's magnetization. Because of conservation of angular momentum also the layer's
magnetization is a ected: a torque acts on it. This phenomenon called spin-transfer-
e ect was rst considered by L. Berger in the late 1970499110 who identi ed the

s-d exchange interaction between conduction and localized electrons as underlying pro-
ces$ . In 1996, Slonczewskd and Berget®d predicted this mechanism's control

through FM/NM/FM sandwich structures, experimentally demonstrated only a few years
later F14115I16117.118]

More physically, the transferred spin torque must be investigated in a quantum mechanical
manner, treating the spin torque transfer as an interface e e&8/11912011211122.125.124.125]

Assuming the electron propagating in thex-direction with

wave vectork,, the incident wavefunction can be written as: 20 y® M
eikxx / ---------- - A
n=P= cos = |'i +sin = jH : i, *
in ‘pv 5 J 2 J Me
'lpin

Here,V denotes a normalization volume. As it is depicted
in g. 2.3] is the angle of the electron's magnetic moment (2
with respect to the magnetization M of the ferromagnet Yr
in the (x,M) plane. Assuming an interface energy barrier
which has a di erent potential height for the two spin direc- Figure 2.3.: Spin transfer of
tions (corresponding to the di erent bandstructures), calcu- & Single electron on the mag-
lating the scattering problem gives re ected and transmitted netization of & feromagnet.
wavefunctions of the following form:

ik x X
P = —97 r- coS > J'I + rgsin > jH#i
1 ‘k”X - 'k#x . ey,
= p—= ac = J o+ € n - j#
t pv €“**t. cos 5 I €%ty si 5

The re ection and transmission coe cientsr-., and t-., are fundamentally spin-dependent
and so are the wave vectork, and k? of the transmitted wave in the ferromagnet. The
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corresponding spin current densitys can be determined through:

=4 8= —= ~
2m

[—
[

I

with « the velocity, s the spin density and~ the Pauli spin operator. Note that the
carried quantity is not a scalar but a vectorial angular momentum. Thus, the tensor
product makesjs a tensor of second order which includes both the spin and as well the
propagation direction28],
Now, an essential point is that the longitudinal spin current (spin inz-direction) is con-
served:

sinxz  — s txz L MXZ
J s —Js J s

However, the components transverse ti1 are not. This discontinuity implies a torque:

=}

~= A jsd’r =

Ae (2.4)

—
—
O -~
+
—
(7.

I
I

whereas in this description the spin ip scattering processes are neglected. Generally,
the torque can be seen as the net ux of non-equilibrium spin current per time unit
through the surfacesA of the material it is acting on. Here,m= %, is the surface normal
and r the space integration variable.
Calculating the spin currentt®®12ll one obtains that, due to the potential step at the
interface, their spinx-components yieldit* < j"* . This represents a partial absorption
of the transverse (toM) magnetic moment (.» ? N) by the localized magnetizationVt ,
resulting in a torque onM in the (M;x)-plane. The second mechanism is a spatial spin
precession in the transmitted spin current density'l.; around M due to the spin-dependent

wave vectorsk- 6 ki, seen also as a precession around the exchange eld of the FM. This
component usually averages out after only a few atomic layers. Finally, the re ected
spin current density] ¢ exhibits a purely quantum mechanical phenomenon: The re ected

spin direction rotates with respect to the incident spin direction, proportional to r.ry.
The rotation occurs in the azimuthal plane and thus has a di erent geometry than the
aforementioned mechanisms, leading to a torque & in the (M ,y)-plane.

In summary, the component of the incident spin current transverse ti is absorbed by
M on the rst nm after the interface. The resulting torque acts in the plane §1,~¢)
formed by the magnetization and the electron's magnetic moment. Thus, it is called in-

10
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plane, antidamping, or Slonczewski torques;. Geometrically, its direction is described
by~ m (m &) with mthe unit vector of the magnetization. The spin rotation

of the re ected electrons leads to a torque normal to the plané¥{,~.). Thus, it is called

out-of-plane or more commonly eld-like torque~; and is geometrically described by
~  (m &) Equ. (2.4) can be approximated as:

in; ?

>

+ig7 A&

._
-

l

I

Usually, in (2.4), the calculation has to be performed over all contributing electrons
from the Fermi surfacd9120121l  Thjs is particularly important when considering a
metal/ferromagnet bilayer, as nominally in GMR based structures. Here, the e ect of
spin rotation is mainly cancelled out due to the widesprea#t-vectors implying a large
range of rotation angle§*. Regarding an insulator/ferromagnet bilayer, as in TMR
based elements, this is not the case as only electrons from a very small part of the Fermi
surface contribute. The tunneling probabilites decay exponentially with the barrier thick-
ness and thus, the shortest tunneling path is usually highly preferential leading ®© k.
The resulting eld-like torque can therefore be assumed negligible in GMR structures,
but can be considerably remarkable in TMR junctionB22123124]

The transferred magnetic moment of all spin polarized electrordN = Pldt=e on the
magnetization M with volume V, can now be written as:
dm ~ 1 ~j e

- = ~ =P—— =P—=
dt - YT T2V mo(m &)=Pgg m (M &)

gjeMs m (m &) ; (2.5)
for the Slonczewski torque and for the eld-like torque:

dvt

W = ~f = l:]jeMs (m &) : (2.6)

fl

P is the spin polarization of the charge current with current density je and d is the
thickness of the ferromagnetic layer. The magnetic moment of a single electron s=2
with  the gyromagnetic ratid®®4. We de ne the torque e ciencies 3 and b = ¢ g
of Slonczewski and eld-like torque, respective§f128, The ratio ; describes the con-
tribution of ~; compared to~s, and is usually between I and Q4 in magnetic tunnel
junCtionS[122‘123‘129].

11
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As mentionned above, the torque terms can be added to the LLG equation (2.2). The
resulting LLGS equation can be written for the case of small dissipation f terms vanish):
av h i h i

W = o M Hets + oM sHes m M éHeff t ~sit T : (27)

Attentively regarding the terms, the Slonczewski torque~g, is collinear to the damping
term for €..jj&,_, . Thus, an e ective damping can be directly determined:

- : g .
~= + — 2.8
Je — .. (2.8)
The eld-like term shows the same geometry as the precession term and can therefore
be understood as an extra magnetic eld contribution and added tdde;; ; Hess

Bie=( o)e..

2.3. The spin torque vortex oscillator: gyrotropic vortex
motion and Thiele equation

As mentionned already in sectiofi 2|1, di erent magnetic modes can de ne the magneti-
zation dynamics inside a spin torque nano oscillator. In this thesis, we mainly restrict
ourselves to the dynamic motion of a magnetic vortex which is, in its most fundamental
form, the gyrotropic circular motion of the vortex core around a geometrically de ned
center.

Generally, a magnetic vortex forms in thin Ims and

laterally con ned structures of typically a few hundred

nanometers up to a few micrometers in size possessing

a certain symmetry, such as squar&gliS213a13aISNIse] op

diSkSll37‘l38‘139'140'14(]'141'14:2:'143] The relation betvveen mag_

netic energy terms leads to a curling magnetic distributionFigure 2.4.: Representation
parallel to the Im's plang due to the demagnetization en- ?i(f_)rt‘hgfr:arggsgz"itcio\?ogg”izué
ergy and a small region in the center where the magnetizag;g Adapted from 30

tion points out-of-plane due to the exchange energy. The

magnetization distribution of such a structure is schematically shown in g[ 2]4 and can
be characterized by the polarityP = 1 of the vortex core and the chiralityC = 1 of its

12
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body. Corresponding to the involved energy terms, the stability of a vortex is determined
by material properties through the exchange interaction, and the con ned structure's
dimensionality, i.e. for a disk its radius and the Im thickness, studied theoretically in
Refs.ll37'»138‘139'14("14“'145"14‘5]and experimentally in Refs[.”l'»”z‘145"147'148] by also Identlfylng

a magnetic phase diagram.

In terms of magnetic dynamics, the vortex system can exhibit di erent precessional
moded?I49ISUISLISAISS] Those might correspond to radial or azimuthal precessions prin-
cipally outside the vortex core and usually being of higher order at frequencies of typically
a few GHz. However, the most fundamental mode, being relatively low in energy com-
pared to higher order modes, is the gyrotropic mode. It corresponds to a direct precession
of the vortex core around its stable position at the center of the disk in a circular shaped
geometry. As its sustained oscillation represents a good spectral coherence, is determinis-
tically su ciently well understood and relatively simple to describe { as will be shown in
the following {, the magnetic vortex motion serves as a kind of model system for magnetic
dynamics. It is studied invoking the Thiele equation of motioA>¥255, This formalism de-
scribes the dynamics of a soliton and therefore assumes a dynamic rigid, shape-conserving
magnetization distribution, which is reduced to only the position of the vortex core. Note
that these assumptions are not globally valfj but however, the theory describes the
gyrotropic motion notably well.

The general equation of magnetization dynamic$ (3.7) is projected on a spherical basis
in the ferromagnetic disk. Through the e ective magnetic eldH¢; = (=, @ =@,
with  the free energy, the equation can then be written as a local energy variation
@ =®& , which has to be integrated over the whole disk volume. At this point, the soliton
assumption comes in and the integration can be simpli ed by expressing energy variations
and the magnetization distribution only by the position of the (massless) vortex ccﬂé&“.
The Thiele equation is then written as follows:

dx dx @W Xl sto(t)

A A STT g - :
o 2 o x + FSTT Xilsro(t) =0 (2.9)

G

Here, G denotes the gyrovectorD the damping tensor,W the potential energy of the

vortex, FSTT the spin-transfer force, and sto the current inside the system potentially
including dc and rf components.

6see e.g. the non-conserved shape of the magnetic distribution, observed in RE!
"More complex models include more complex dependences of the magnetization distribution, as e.g. on

@" %, introducing the vortex velocity or a vortex mass®2

13
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In similarity to the LLGS equation (.7)
from above and represented here in g.
[2.5, the terms of the Thiele equation can
be identi ed with forces acting on the
vortex core and hence, are de ning the
dynamic behavior: The rsttermin (2.9)
corresponds to the gyroforce, which de-
scribes the rotational motion of the vor-

tex core around its equilibrium position Figure 2.5.: Schematic representation of the vor-

at the disk center. The damping term tex core trajectory in the nanodisk under ac_tion
_of the di erent forces de ned through the Thiele
acts opposed to the vortex core veloCityformalism. The normalized radiuss = r=R and

and can be seen as a viscous dissipatiophase describe the vortex gyrotropic motion.

of its trajectory. Opposing the gyroforce,

the potential energy term invokes geometric con nement contributions due to the mag-
netostatic energy and the Zeeman interaction with the Oersted eld created by a current
through the disk. Its force directs to the center where the potential energy is reduced.
The last term in eq. (2.9) is, again similar to the LLGS equation (2]7), the important term
to drive the dynamics. As before, a spin polarized current transfers a magnetic angular
momentum resulting in a torque on the free layer magnetization which can, depending on
the current direction through the layer system, act collinearly to the system's damping.
Note that the damping/anti-damping contribution again corresponds to the Slonczewski
component of the spin torque, whereas other components usually act as an additional
magnetic eld. In the following, the dierent terms are presented more in detail, and
analytical expressions are given.

2.3.1. The gyroforce

Regarding the necessary volume integration in the evaluation of ed. (2.9) as mentioned
above, it becomes clear that the spatial distribution of the magnetization plays a funda-
mental role in the calculus; di erent approaches are discussed in RE®l. Considering a
simple model described by Usoet al.l134, assuming the magnetization distribution only

14
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in the vortex core, the volume integration gives for the gyrovector:
Z
Ms . o
G=— sin() f r  dv

\%

M
= 2Pd—&= P Ge& ;

with and' the spherical coordinates of the vortex core's local magnetizatioR, the
vortex core polarity, and & the unit vector pointing perpendicular to the disk layer of
thicknessd. The gyrovector magnitudeG Go =2 dM s= from above is evaluated with-
out applied magnetic eld. Taking an out-of-plane eld into account, the magnetization's
gradient i~ changes. The gyrovector magnitude is in this case expressed 57

G(H-.)= Go(1 Pcos(o) ;

with o the polar angle of the magnetization in the vortex body with respect to the
surface normal. In good approximation, it can be identi ed through the normalized
perpendicular magnetization in the body:

Mzbody COS(g) = — = ~=:h

2.3.2. The damping force

The gyrovector can be calculated with su cient precision by assuming a rigid vortex with
the entire magnetization distribution of interest limited to the vortex cord*34, However,
the situation for the tensorial damping is more complex and especially demands consider-
ing a more exact magnetization distributiorf] which also takes the planar components into
account. Exploiting an ansatz which analyses the energy dissipation within one complete
tour of the vortex trajectory /%, the dissipation tensor can be expressed up to the 2nd
order ad'?8:

2 2
D(X)= — F +sin?() dv

D 1+ s?2 +0(s%) ; (2.10)

8The so-called two vortex ansatz, proposed in Ref*38l | does the job in this context.
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with 1281

dM R 1 ., _
In o 2 sin( o) (2.11)

D = Do(b)sin®( o) =

Here, D, denotes the linear damping magnitude and = 0:6 describes the damping's non-
linearity coe cient #8151 jn the gyration amplitude s = r=R normalized to the disk radius

R. Thesir’( o) =1 (H»=Hs)?term scales with the in-plane magnetization and re ects,
similar to the case of the gyrovector from above, the presence of an applied out-of-plane
eld. The vortex core radius b(H,) can in general be found by minimizing the energy
terms in the magnetic disk’ and also depends on the applied eld. In good approxima-
tion, it is in typical disks of a few nanometers in thickness and 100 nm in radiud*28231;

b 2cexp(L19H,=Hs), with |, the material's exchange length. Note that in the exam-
ination of (2.10[2.11), dissipation inside the vortex core has been neglected. Moreover,
the phenomenological Gilbert damping is principally modi ed compared to the case of

a uniform magnetization distribution, where is usually evaluated fo62/163164]

2.3.3. The con nement force

The potential energy is determined by the magnetostatitV,,s and the Zeeman energy
Woe due to the created Oersted eld:

W = Wps + Woe

The calculation of the contributions is performed evaluating the corresponding energy
integrals, and can be found more detailed in Ref§**8155], For the magnetostatic energy,
a series expansion gives:

1, r?

Z Oms@ +0O(r®)

It can be understood as the planar magnetization modi cation creating magnetic vol-
ume charges when the vortex core moves. Again, as already for the damping term, a
more complex model for the magnetization distribution is chosen, and the magnetostatic

9This usually includes the magnetostatic energy, tending to planarly align the magnetization, and the
exchange interaction, favoring the vortex formation. In soft magnetic materials and typical geometries
studied in this thesis, the vortex core radius is typically of the order of 10 nm.
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con nement coe cients are calculated td¢H9X>el:;

. 10
ms ms;OSlnz( 0) = = 0M82

5 sin?( o) and 0. =

2
R
Here, mso describes the term atH, =0, and is expanded relative to the planar magne-
tization component when an out-of-plane eld is applie&>,

Normal to the surface plane, a charge current ows through the layer system intended to
induce a spin torque on the vortex distribution. The moving charges create an Oersted
elg which interacts with the magnetization. This results in a Zeeman energy terriiVoe =

v HoeMdV, where again, a more complex model for the magnetization distribution
must be considered. In a polynomial expression, it can be determinedh

1 ) 1 . u
Woe = > 0eCj s°+ 7 2.Cj mz* o(s®) ; (2.12)
with the Oersted eld con nement terms:
—_ H —_ . H [ — 1
Oe = 0e0 Sln( 0) =0:85 OM 5RdS|n( 0) and Oe — é Oe

Regarding the upper equation[(2.12), it is obvious that the vortex chiralityC relative to
the current direction j jj plays an important role evaluating the Oersted eld con nement
force. In total, the con nement force can be written as:

dw
— = 1+ s® X ;
dx
with  (1+ s?)the con nement sti ness including a linear part and its nonlinearity
factor , de ned as follows:

0 0 ;
ms+C Oe]

= + C ol and = -
ms OeJ s + C Oe]

2.3.4. The spin transfer force

Similar to the damping force term, the spin-transfer force can be calculated choosing
an energy dissipation ansatz regarding a complete turn of the vortex c&®. It can be

Ofor typical dimensions with a small aspect ratio d=R
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2. General framework: The studied system and theoretical background

expressed &=l
. Z
g M s
@x
\%

P r P sin( )f' dv

=N

Fstr =

In general, the spin torque depends on the magnetic distribution not only of the vortex
layer, but also of the polarizer which de nes the alignment of the spin-polarized current.
The force can be split into its components, which include the Slonczewski and the eld-like
torque:

FSTT = FZ + F& + FY (2.13)

Furthermore, the Slonczewski torque is composed of a perpendicular and a parallel part,
designated after its underlying spin polarization directions relative to the surface plane.
Only the perpendicular forceF¢, acts collinear to the damping term, as depicted in g.
[2.83. It originates from the z-component of the injected polarized current and hence,
it depends on the polarizer's magnetization perpendicular to the plane. The parallel
Slonczewski torqueF{'Q,‘I is caused by thex andy spin polarization component in the plane
and acts on the dynamics of the free layer as a constant applied in-plane magnetic eld,
similar to the eld-like force Fy F28. Note that the eld-like force F;} corresponding to
the z spin polarization component is small and results in a negligible deformation of the
vortex shape. The di erent relevant terms can be expressed &3l

F§| FgI;OSinZ( 0= -Pj & X Sinz( 0) with 2 =

2 idMs . ,
F = 3 CR Msmz( 0)j By
The trigonometric functions again account for an applied out-of-plane eld. Note that
the eld dependence is also included in the vortex core radius= b(H- ) and the current

polarization:

with ME° the saturation magnetization of the polarizer. An important consequence
is that there must obviously exist an out-of-plane spin current polarization component
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2.3. The spin torque vortex oscillator: gyrotropic vortex motion and Thiele equation

p, to counteract the damping and to drive self-sustained oscillatioH§8. Dynamically,
the energy dissipation of the in-plane forceE“S'fI as well asF;, average out for a complete
gyration period of the vortex core in the case of a uniform xed spin polarization.

2.3.5. Nonlinear analytical model of the Thiele equation

Taking all the elaborated force terms of the Thiele equatiorj (2.9) together, the dynamics
of the vortex core can be described by the dynamics of its (normalized) amplitudeand
its phase in the 2D plane of the ferromagnetic disk22:

0 1
ds _Dos B aijG 2§
- = 1+( + )s
dt G2 D

| 2{z—}
Joc

d _ 1+ s?2 (2.14)
dt G ’ '

with parameters as described above and the introduced overcritical currenf. It is to
be noted that the dynamics is fundamentally nonlinear. Particularly, the nonlinearities of
the con nement, i.e. magnetostatic and Oersted Zeeman energies, govern the frequency
dependence, as the damping can be neglected hereifls  G?, see Refi?28), Further-
more, the resonance frequency is determined by the regime of the applied current: If the
current is below the critical currentj |, the overcritical current isj o = Daéjca) 1 O
Hence, there is only one steady solutiorsp =0 and s = =G, and the vortex resonance
frequency is specied tol o = (j)=G. Forj >j ., the nonlinearity of the parameter;j o
in j becomes important, especially because of (j). In the regime of large-amplitude

spin-transfer vortex gyration, the frequency and the amplitude are therefore speci ed by:

S

jOC
+

Although the presented model includes a few assumptions and approximations, the ob-
tained results describe the vortex dynamics notably well and mainly agree with experi-
mental observations and micromagnetic simulatiorfsl,

19



2. General framework: The studied system and theoretical background

2.4. Nonlinear auto-oscillator model

The general nonlinear auto-oscillator theor§f2167168 js g universal theoretical approach
for nonlinear oscillators in general and spin torque nano oscillators (STNOS) in particu-
lar. Among di erent models for the description of the nonlinear magnetization dynamics
in spin-torque oscillators including external instabilitie$X321691ALA] it s an extremely
succesful approach, indeed because of its simplicity and furthermore, because of its uni-
versality. Along with the possibility to describe several types of oscillators (electricalC -
oscillator, pendulum, etc.) on an equal footing within the model, it is adapted to consider
uctuations and as well external stimuli, such as an appliedf signal only through an
additive force term.

For STNOs, the model can be derived from the Landau-Lifshitz-Gilbert-Slonczewski equa-
tion and describes the deterministic dynamics of the nonlinear oscillator through the
complex oscillation amplitudec(t) = = p(t)€ © with signal power p(t):

¥+ it (id%)c+ +(d*)ec  (g7)e=f(1) : (2.15)

In this model, the gyrotropic motion of the vortex core (as described above) can be
identi ed through oscillation amplitude a(t) = = p(t) s(t) and phase (t) of the com-
plex variable c(t). ! hereby denotes the oscillation's angular frequency,. the positive
damping rate representing the losses of the system, and the negative damping rate
representing the system's gainf (t) is a phenomenological term, which allows a descrip-
tion of the system's interaction with the environment. That mainly includes di erent
noise-processes, which make equation (2.15) a nonlinear stochastic Langevin equation,
but also external stimuli such as af current or eld. Note that in general, the terms

in eq. (2.15) depend ort and are therefore a priori nonlinear. Regarding a spin-torque
oscillator, a comparison with the LLGS or the Thiele formalism directly identi es the
physical origins of the phenomenological terms i5), see e.g. Réffor a uniform
STNO, or RefB8l for a STVO.

Assuming an isolated system, i.ef (t) = 0, inserting the explicit form of the complex
oscillation amplitude c(t) and separating [2.15) in real and imaginary space gives the
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2.4. Nonlinear auto-oscillator model

dynamics of the poweip(t) and the phase (t) in a system of coupled di erential equations:

w20, O (216)

e (P)

= 1(p (2.17)

dt

d

dt
Along with the trivial solution p, = 0 of eq. (2.16), when the oscillator is overdamped,
autooscillations are described by the stable solutiogy(t) = P Po € °® de ning a limit

cycle. In this case, the gain (for a STNO due to the spin transfer torque) sustains the
oscillation. The damping terms then ensure a stable trajectory and verify:

+(Po)= (Po) : (2.18)

If pp=0,itisusually . > and the system is overdamped. When evaluated p§ = 0,
relation (2.18) therefore de nes the critical point for oscillations.

In spin-torque oscillators, the dependences of the nonlinear magnitude&) and  (p)

are usually complicated to determine (see previous sectipn|2.3) and are often extracted
from numerical simulations. However, they can be approximated in rst order by a Taylor
expansior:

'(p) 'ot+ Np (2.19a)
«(P) o1+ Qp) (2.19b)
M 1@ p : (2.19¢)

Here, the parameterdN and Q are the nonlinear frequency shift and the nonlinear damp-
ing coe cient, respectively, additional to the resonance frequency, and the constant
damping contribution . The parameter is proportional to the spin-torque strength
counteracting the damping. Together with [(2.1B), these expressions give a rst estimate
for the critical current |, and as well for the stationary powepy:

0

lc
=l 1

EpTe (2.20)

p0:

In general, the oscillator frequency is quasi independent of the oscillation powepy.
However, this is not the case for spin torque oscillators, as already concluded within the
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2. General framework: The studied system and theoretical background

Thiele model above. We will refer to the former as quasi-linear and to the latter as
nonlinear, or strongly nonlinear oscillator}

Stability of the limit cycle

To study the stability of the stable solutions in the presence of small perturbationg

Po, €q. (2.16) is linearized aroungbo:

dCp)
dt

+2de

Po p=0
| —{z2_

, p(t)= poe?*

The solution of the di erential equation directly
identi eg, the characteristi¢ relaxation rate =
fo= TG %) poof the power de-
viations back to the stable trajectory. It must
fulll  , > 0 in order to describe a convergent
solution.

In gure £.6] the limit cycle representation of the

stable trajectory co(t) is shown. The depicted Figure 2.6.: Representation of the limit
cycle oscillation. The stream lines indi-

o o ) _ cate the vector eld pushing every devia-
deV|at|On from the I|m|t CyCle W|th relaxa.t|0n tion back onto the stable trajectory Co(t)

time , = 1=2 p). In general, it can be easily

stream lines indicate the back relaxation of any

veri ed that the relaxation rate of the power uctuations is equivalent to the relaxation
rate of amplitude uctuations a = p=(2ay).

In the vicinity of po, the linearization of the relations [2.1D) is particularly meaningful.
In g. we show the typical evolution of the damping terms and the frequency around
po.- Regarding g. [2.73, it becomes clear that any deviation from the limit cycle relaxes
back, since either the gain or the natural damping predominates o -equilibrium.

Regarding g. [2.78, we de ne the nonlinear frequency shift coe cient in the vicinity of

INote that this classi cation does not coincide with the pure mathematical de nition, which calls an
oscillator nonlinear if either the frequency or the damping rates depend orp. Indeed, in this sense,
any auto-oscillator is nonlinear, since the damping rates must provide a limitation of the oscillation
amplitude and therefore necessarily depend oip.
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2.4. Nonlinear auto-oscillator model

() (b)

Figure 2.7.. Dependence of (a) the damping rates (p) and (b) the oscillation frequency ! (p)
on the oscillation power p. The corresponding slopes around the free-running operation point
po determine the nonlinear coe cients.

Po as:

_ @

N = =
@ppo

It is important to note here, that this parameter is an expression of the key property of
spin-torque oscillators. It connects the oscillation power to the oscillator frequency. In
other words, the oscillator's amplitude and phase are coupled by the nonlinear frequency
shift N. In contrast to the majority of conventional autooscillators,N is signi cantly
large in STNOG#L2LELE] - Again from g. it can furthermore be seen that any
uctuation in the oscillation power p also leads to a uctuation in the frequency! . We
introduce the relative in uence of the nonlinear frequency shifiN compared to the nonlin-
ear damping coe cient, and will in the following refer to this magnitude as the nonlinear
parameter . It takes also the power perturbation dynamics into account and represents
the characteristic conversion coe cient between power and phase uctuations:

N

= —po
p

In conventional oscillators, it is usuallyj j 1, whereas in STNOsj | 1 is typically
found@6/1r2173174)

23



2. General framework: The studied system and theoretical background

2.5. Noise formalism

The presence of noise can be relatively easily studied within the nonlinear auto-oscillator
framework introduced in sectiorj 2J4: The fundamental nonlinear auto-oscillator equation
(see eq. [(2.15)) is simply expanded by an interaction with the environment. This is
realized by the phenomenological ternf (t) fn(t) which in this case represents the
energy echange with the thermal bath, if considering thermal noise. In principle, it can
also account for di erent noise processes what will be further elaborated in chapfer 4. As
f,(t) is a stochastic term, eq. [(2.15) has now the form of a nonlinear stochastic Langevin
di erential equation 155,

In the following, we assumef ,(t) to be a stationary, ergodic process. Basically, this
translates to a process whose probability distribution does not change when the time is
shifted. Consequently, parameters such as mean and variance are well-de ned and do not
change over time neither. Moreover, the system's average in time is equivalent to the
average over the probability space.

Thermal noise is usually considered as white noise, i.e. frequency independent. Further-
more, it is assumed to be Gaussian and centered around zero. Thus, the stochastic process
Is entirely de ned by its mean and variance and the 2nd order moments verify:

Ha(Ofn(t)i =0 and Hni (OF o (€9 =2Da(p) 5 (0 1) (2.21)

whereD,, is considered as a di usion constant which characterizes the noise amplitude
and takes the ratio between thermal and system energy into accofifit Note that the
above relations are only partly valid in the case of colored noise which is not uncorre-
lated™™8, as further treated in chpts.[4 &[5.

In order to obtain the dierential equations describing the uctuation dynamics, we
rewrite the nonlinear auto-oscillator equation [(2.1)5) explicitly as a function of the os-
cillation power p and its phase , including the noise process$,:

ﬂ%+ipﬁ_+i!p|6+ Pp o=, el (2.22)

For clarity, we omit the parameters' dependences. In general, perturbations are small, so

125ee secti03 below for further consideration of the thermal di usion constanD
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2.5. Noise formalism

that p= po+ p with p  po. Thus, we can linearize eq.[ (2.22) aroungy:

| o]
|_Po 5o Rprlopm P iy p+IN" po P*py P
=0 | ig }
=P i te P }+§eﬁ(p)+l Po(-)="fre' (2.23)
=0
Here, we use that ¢ j, =0, N = d! (p)=dp and —= !, with I 4 = ! (po) the gen-

eration frequency. Note that the noise ternf,e ' in general has the same stochastic
properties asf, alone. We now separate real and imaginary space and introduce the
noise processeg,(t) = < fo(t)e' ® andh,(t)= = f,(t)e' ® | assumed to act inde-
pendently on amplitude and phase. One obtains the basic di erential equations for the
uctuations 18L:321177;

d(df) +21 ,p®)=2" Py (1) (2.24)
d. ) _ 1 :
AL LI (2.25)

The processeg, (t) and h,(t) exhibit the same stochastic properties as the Gaussian pro-
cessfn(t), given by the relations [2.2]1). It is noted that particularly their autocorrelation

is characterized by the same di usion constanb, as in (2.2]). Since the stochastic equa-
tions -[2.25) are linearized, als@(t) and (t) are thus Gaussian. For convenience,
we above replaced the relaxation rate by a relaxation frequeny = ,= .

2.5.1. Autocorrelation of power uctuations

Solving the system of equationg (2.24-2.25), the integral solutions are for the power and
phase uctuations, respectively:

Zt
p)=2"P  g(t9e 2 o gt

1
Zt

(t) = plﬁhn(t% Np(t) dt°
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2. General framework: The studied system and theoretical background

which can be evaluated through the de nition of the autocorrelation functioR-8:

zr

Ky( )= ITler x(t) x (t+ )dt : (2.26)

T
0
Taking the explicit properties eq. [2.2]l) of the stochastic processes into account, the

autocorrelation function of the power uctuations p(t) can be easily calculate&22177:;

PoNighi®i 21 ¢ — 2Dalo

e 2Tet  ApK L (1) (2.27)
f p f p

Kp(t) =
We additionally give the autocorrelationK , (t) of the amplitude uctuations a(t) to
emphasize the equivalence of power and amplituge= a?. To expresshig,j?i, relation
(.21) is used. The explicit form of the diusion constantD, is given further below
in section[2.5.8. It is particularly noted here that the autocorrelation function, similar
to p(t) decreases in time with a certain relaxation rate proportional td,. In the data
analysis, this behavior is later on exploited in order to determine the relaxation parameter

p, Or equivalently its characteristic frequencyf ,.

2.5.2. Power spectral density of amplitude and phase noise

Performing a Fourier transform of egs. [(2.2f-2.25) and consequently solving in the fre-
guency space, the harmonic response at frequerfcyf the system can be expressed as:

p_—

p(t)= —

T orif on(f)
p

and
() = Tflpﬁhn(f) 2 p()

The power spectral density (PSD)S,(f ) of a magnitude x corresponds to the spectral
repartition of the uctuations' power and is given by:

S(f) = jx(f)j?
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2.5. Noise formalism

Thus, we can calculate the noise PSD of the normalized amplitude uctuations =
a=ap = p=(2a3) = p=(2po) and of the phase uctuations , respectively:

_a(f)?  jpM)i _ hig(f)j 1 .
5= ao B Apy (f)P+(f )P (2.28)
hih,, (f )j?i 2 hih, (F )j%i f.02
S (f)= Jf (p%lz-'- pro S (f)= zj—f(p%-k f_p S (f) : (2.29)

In the following, we will refer to eq. [2.28) ammplitude noiseand to eq. (2.29) aphase
noise with units 1/Hz and rad?/Hz, respectively. It is to be particularly noted that, as

a consequence of a strong nonlinearity expressed by the parameteramplitude noise

is converted into phase noise. Hence, the phase noise is strongly enhanced in nonlinear
oscillators such as STNO#7, further elaborated and measured in sectidr 4.

To obtain the power spectral densitySy, (f) = Sy, (f) = hjga (f )j2i = hh,(f )j2i of the
initial thermal noise processes, and h,, the Wiener-Khintchine theorem is applieff]

It connects the autocorrelation function with the power spectral density of a continuous
signal underlying a stationary stochastic process. Thus, the PSD of the initial thermal
noise process with autocorrelation given by (2.p1) yields:

Sgn;hn :2Dn ,

with the diusion constant D, given below (eq. [(2.33) for the oscillation regime).
Note that this relation reveals the basic de nition of a thermal white noise process: It
is frequency-independent { as implied by the term "white". Noise processes with explicit
frequency dependence are generally called "colored",

2.5.3. Power probability density and di usion constant for thermal
uctuations

Stochastic Langevin equations can in general be treated within the Fokker-Planck for-
malismit8279 which describes the time evolution of a probability density function under
action of drift and diusion. Note that for vanishing drift and constant di usion, the
Fokker-Planck equation is equivalent to the classical di usion equation. We transform eq.

13Because of the fundamental importance of this theorem, some notes can be found in the appen@ A.
In the literature, it can be found e.g. in Refs [L8LA]
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2. General framework: The studied system and theoretical background

(2.15) into a Fokker-Planck equation of probability densityP(p; ;t ):

@ @ @_ @ @ @ D,@
@ @ " '@ @ aep”

@@ e (239
The Fokker-Planck equation describes the macroscopic properties of a stochastic system.
It is deterministic and linear, in contrast to the equivalent Langevin formulation which
describes the microscopic dynamics of the stochastic system and is usually nonlinear.
The left-hand side of the equation corresponds to deterministic terms and re ects the
noise-free dynamics of the oscillator; the right-hand side corresponds to stochastic terms

describing the thermal di usion in the phase space.

Since eq. |(2.15) is invariant with respect to the phase, the stationary solution of (2/30) is
found to be only dependent on the powep™54:

0 7 1
Po(p) exp@ [;—E;;)dpoA ; (2.31)
n
with boundary condition:
A
Po(p)dp=1
0
In thermal equilibrium, i.e. =0) . = 4, the probability density equally veri es
the Boltzmann statistics:
E
Po(p) exp g : (2.32)

Here, E(p) is the system's total energy:

Zv .
E(p) = I (p9dp’ Lop+ SN p?2

0

with the proportionality factor between the system energy and the integral, depend-
ing on the normalization of the complex amplitudec and proportional to the e ective
magnetic volume involved in the autooscillatio¥?. Comparison of egs.[(2.31) and (2.82)
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2.6. External signal injection, forced dynamics and coupling of oscillators

subsequently gives the di usion constanD:

kg T

Da®)= (M)

In the overcritical regime the system steadily oscillates with powep,. The di usion
constant in this case yields:

ke T
E(po)

where the 2nd equality is determined by the general de nition of the linear half-linewidth
I o in the approximation E(py) I (po) poBY:

Dn(Po) = +(po) Po= l'oPo ; (2.33)

kg T
E(po)
This de nition becomes clear by evaluating the spectrum of the oscillation's power emis-

sion { further elaborated in chapter[b { in the linear regime = 0. The spectral shape is
then Lorentzian with full linear linewidth 2 ! .

o= +(po)

Knowing the power probability density, also statistical properties as mean power and
variance can be derived:

A
bpi = pPo(p)dp  and J= % ohopi®

0

ending up in a Gaussian distribution in the overcritical regime with mean powegx, and
variance S 4 fopé=f, and in an exponential distribution in the subcritical regime with

non-zero mean powd#2157,

2.6. External signal injection, forced dynamics and
coupling of oscillators

Shown in the previous sections, a major drawback of STNOs is their sensitivity to external
perturbations such as noise due to their small dimensionality. Along with improvements
especially in the sample fabrication process, also the steering of the oscillator due to an
external signal can possibly reduce the noise signal and furthermore permits an advanced
control of the oscillator properties. Usually, the external signal is harmonic. For instance,
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2. General framework: The studied system and theoretical background

the STNO can be "injection locked" to a proper injected rf signal of frequendy;  qf.,

q 2 N[G2I180I8LI82183.I84.185] or eyenq 2 QRSISEIEE \with f. the STNO frequency, or reso-
nantly excited in its damped regim&&/18I1E] - Also di erent methods as the reinjection
of the STNO's own rf signal ("self-synchronization"}29191 or mutual synchronization
of two or more STNOQ323536i3711921%%] have recently been demonstrated to increase the
STNO's spectral coherence. Similar to the mutual coupling of 2 STNOSs, as well an intrin-
sic coupling between di erent modes inside the layer structure (which can be designed for
the speci ¢ needs), yields interesting resulté*194, Perhaps the most appropriate from an
rf application point of view might be the oscillator dynamics control due to a modulation
Signalli¥2li23l19EI196i197] - This includes the exploitation of a phase locked loop (PLL), a
standard circuit element in today's microwave electronics to stabilize the oscillation co-
herence by comparison with a reference sighg$199/200:2011202.201.204.205] 5|50 treated here
in chapter([7.

In general, the injection mechanism could be either direct through the superposition with
the supplying dc current, or through a rf eld-line in vicinity to the free layer of the STNO
in order to produce a magnetic eld corresponding to the injected signal. With regard to
the mutual coupling, also dipolaf® and spin-wavé?%® coupling mechanisms are alluded,
however having the disadvantage to be of local nature.

Although rather di erent, all the above mentioned realizations of an external signal acting
on a STNO can, up to a certain extend, be studied on a similar footing through the
interaction term f (t) = a,€ *' = in eq. ). Here, denotes the coupling strength
to the oscillator, a, the injected signal amplitude, a coupling or initial phase, which
might be di erent for amplitude and phase ( , and , resp.) and which can also account
for a time delay, and 4 the phase of the external signal. By assuming x:p [
with x placeholder for any variable, eq.[(2.15) becomes:

P= 2pp+ paxpCos(p+ )+ p az cos(p+ )  @pCoS(p+ )p

_= 1+ agpsin( + ) Np: (2.34)

We introduced here the phase di erence and frequency mismatch ! between STNO
and external signal. Furthermore, we assumed the most general case of a noisy injected
signal (g + a,)€( w0 o) with the magnitudes , and  proportional to the coupling

30



2.6. External signal injection, forced dynamics and coupling of oscillators

strength :
D = ZpE : = p=
Po
= ext , I = !g D ext

2.6.1. Equilibrium considerations

Assuming the term N p larger than the other amplitude coupled terms in the phase
equation, the latter can be omitted. The phase renormalizatid#?

subsequently leads to:

== |l +~aypsin(" + ) ;

with ~ = P 1+ 2 and ™~ = arctan( ). Note that the above formula can be in
principal identi ed as the well known Adler equation?%d which is equally obtained for
a quasi-linear {( (p) = ! o = const) oscillator® and well established describing synchro-

nization in di erent sorts of autooscillator systemd2%8209]
Now, further assuming the external signal being another nonlinear oscillator (as e.g. for
mutual synchronization) with same parameters, the phase equation becomes for the phase

dierence = o4 Text -
—= 1 2~aycos(T)sin( ) : (2.35)
The equilibrium state ¢4 (.e. —= 0) of the phase di erence of the two phase-locked
oscillators can be uniquely de ned modulo 2, also de ning the locking bandwidth ;:
8
<arcsin — for cos(™) > 0
= . o (2.36)
arcsin — for cos(C)< O
o =2~ axpcos(T) (2.37)

The case distinction is obtained by stability analysi8*% (through the Jacobi matrix, see
below) and describes the stable manifestation of the stationary phase shift.
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2. General framework: The studied system and theoretical background

The equilibrium solution for the power deviation (i.e. po = 0) becomes:

_ pCOS(p+ &)
o=
97 (2 o+ acos(pt  e)

(a0t az)

and further (with ith oscillator signal powerpo = a%):

P— wviv.’pw
_ Vl p20 29 P20 (2 38)
eq— 1 V1 Vo .
4" ProP2o

The coe cients V; and V, are:

pCOS(p+ eg)

2 p+ " P2CoS(pt e
p COS( p eq)

2 o+ " Pwcos(p e

V]_ =

V2:

It is clear that without coupling = 0, the equilibrium power variation is zero. Note
that usually
The total power, emitted by two coupled STNOs can be calculated as follows:

Dot = pmei 1+pﬁei 22 pL + p2+2pp1_pzcos( eqd - (2.39)

If the two oscillators are identical andpg , itis
Prot = 4P COS % ; (2.40)

This means that when the two signals are e ciently added, the output power can be
enhanced by a factor 4, depending on the intrinsic phase di erence,. If the signals are
not synchronized, the cosine term will average and the signal power will only bpy2

The synchronized common frequencly of the coupled oscillators can be determined by
evaluating the phase sum = ("1 + )=2 of the two STNOdZ* to calculatet = d =dt:

! ! qQ —
rz—'g;lz'g;z 2 12tan(™)

Notably, the synchronized frequency is not equal to the average frequency of the two free-
running oscillator frequencies ( rst term). Through the additional term, the frequency
depends on the coupling phase and the nonlinearity, and can furthermore be controlled
by changing the delay (which also accounts for ) between the oscillators.
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2.6. External signal injection, forced dynamics and coupling of oscillators

2.6.2. Noisy oscillators

We now assume both coupled oscillators noisy and consequently enable uctuations in
equations [2.34). By taking the phase di erence , we write the two oscillator system in
3 dimensions and calculate the variations from equilibrium for and

4= 21 1 180C0S(p1+ e 1 P1COS(p1+ g 2

plaZO Sin( pl + eq) + On1

2= 2p 2 2810 COS( p2 e 2 p2COS( p2 ed 1

+ p2ay0SIN( p2 e * O

—=N; 1 Nz o+ ~ 1fext;0 COS(~ + eq) -~ 2pﬁcos(~ eq) + hy
(2.41)

with ~, = p:(2p P20). We omitted higher order xy terms. Note that, when the
coupling is assumed small against,, the amplitude relaxes much faster than the phase
and consequently, the terms proportional to in the power deviation equations can be
regarded as constant since a corresponding equilibrium amplitude is established for any
value of ¢4,

The parameters of the perturbed variables in[(2.41) form the Jacobi matrid. With
A = J, the system of linear stochastic di erential equations with additive noise can be
written as:

Xi= AXi+ H¢ ;

with Xy = ( 1, 2 )', = ol the correlation matrix of the di usion processes
(o= 2Dp)and H; = Onq; gnz;ﬁn the normalized noise processes' vector (i.e. same
properties as eq. [(2.41), but the correlation is only the-function). X is a Ornstein-
Uhlenbeck process and thus Gaussian and stationary with formal solution:
Z t
Xi=e AXy+ e At s Hdds
0
By evaluating the eigenvalues oA, a classical stability analysis can be performed. How-
ever, to determine the noise of the system, a Fourier transform of the above system is
conducted, similar to the procedure of the previous section. Assumiii} deterministic
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2. General framework: The studied system and theoretical background

and continuous, one obtains:
X()=(A+1it) ' BAC) ; (2.42)

which can in general be understood as a non-trivial situation of di erent noise cross-
conversions:

0 10 1 0 1
AN1! AN1 AN2! AN1 PN! AN1 (1) ghi(!)

BANL!I AN2 AN2! AN2 PN! AN2X @ ()X = @go( )X :  (2.43)
AN1! PN AN2! PN PN! PN ") ha(!)

In the explicit form of eq. (2.4]), this manifests as:

$COS(p+ e 2 pa20SIN( p+ o) + On

1) =
1(- ) il +2 p+ foCOS( p+ eq)
()= ~5 COS( p e 1+ pauoSin( p e)) + On2
2\- il +2 p + Q0 COS( o eq)
(1) = N; 1 Nz 2+ h,

i1+~ 18p0C08(T + ¢g) t~ 2|J Procos(™ eq)

Note that the uctuations are in general coupled, fundamentally depending on the phase
relations.
Further, the PSD is described by:

Sx(1)=(A+1it) ' sy() (Al 1) !t

Here, the white noise processes H; are independent and thus its PSD is diagonal with
each process' covariance as the entries §f (! ) = 1. As a consequence, the problem
can be reduced to calculating the inverse matrixA  1i! ) 1. Exploiting the gaussian
properties of the (uncorrelated) gaussian noise sources (eqs. (2.21)) and moreover assum-
ing the noise sources having the same PSD, one obtains for ilie PSD in the coupled
system?32:;

Sx, = X(!) “= 5 (A 1it )ij1 : (2.44)
j=1

Thus the noise of theith oscillator is evaluated through the magnitude squares of the
column entries in the ith row.
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Samples, experimental technigues and
modelling

This chapter presents the studied samples more in detail and furthermore relates the
sample characteristics to the measured magnitudes of magnetoresistance and rf dynamics.
Moreover, the basic experimental setup and techniques are discussed.

3.1. The samples

As specied in chpt. [2, spin-torque nano-oscillators

(STNO) based on a magnetic vortex congura-

tion (STVO) can be fabricated in dierent de-

Signg/273l7ABIBABIISE | this work, the studied samples

{ schematically shown in g. [3.1 { are circular shaped

magnetic tunnel junctions, which consist of a pinned layerFigure 3.1.: Schematic sample
made of a conventional synthetic antiferromagnetic stackdesign showing a TMR junction
(SAF), a MgO crystalline tunnel barrier and a free layer :’ZZ? ;hnzs;gg :gr?clsyjn?jstﬁglirrée
exhibiting a magnetic vortex con guration. layer exhibiting a magnetic vor-
The SAF or, more speci cally, its upper FM layef serves tex con guration.

both as a reference for the dynamics in the free layer and

as the polarizing layer, which spin-polarizes the injected current in order to realize a spin-
transfer torque on the free layer's magnetization. It principally has an AF/FM/NM/FM
layer structure: The antiferromagnet AF (PtMn or IrMn) couples to the adjacent ferro-
magnet FM as an exchange bias and therefore forces a unidirectional magnetic anisotropy
on it. The two in-plane magnetized FMs are coupled antiferromagnetically through the
RKKY interaction 13 (the NM (Ru) thickness is chosen to maximize the coupling) so that

the coercive eld of the upper FM is increased and the dipolar stray eld decreasB#219,

Lin the following, for sake of simplicity, referred to as SAF
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3. Samples, experimental techniques and modelling

The free layer consists either of (amorphous)
NiFe [ or (crystalline) FeB [}, which both ex-
hibit a small magnetic damping parameter of
0:0163216[217218219.220]  The |ayers are deposited on
high resistivity SiO, substrates by ultrahigh vac-
uum (UHV) magnetron sputtering, subsequently an-

. . igure 3.2.: SEM image of a 300 nm
nealed, and patterned using e-beam lithography ancgIoe a nano-pillar after etching.
Ar ion etching. In g. 8.2] we exemplarily show
an image of a fabricated nano-pillar with 300 nm diameter after etching, captured by a
scanning electron microscope (SEM). The annealing is conducted for 1 hTat= 360 C
(sample typea, as de ned in tab. [3.1) and for 2h atT =330 C (sample typeb & c, as
de ned in tab. B.1) at an applied magnetic eld of B = 1T along the SAF's easy axis.
It induces epitaxial crystallization of the (Co)FeB magnetic layers adjacent to the MgO
barrier?22222] and therefore enables coherent tunnelifR§.

| a \ b | c [ |
Ru Ru(5)
Ta $;J((57)) CuN(30) Capping
MgO(1) Ta(10)
Ni 80 Fe20(7) Ni BOFe20(7) free
FegoB2o(4) Ta(0:2) Ta(0:2) Iayer
CogoFes0B2p(1:5) CogoFe40B20(2)
tunnel
MgO(1) MgO(1) MgO(1) barrier
CorgFesp(0:8) Co70Fe30(0:5) | =, FesBon(2:6
CogoFe20B20(1:6) | CosoFesoB20(2:2) 4ORu‘(lg'SZE(S))( ©
Ru(0:86) Ru(0:85) CoroFeso(2:6) SAF
Co71Fexg(2:5) CoroFeso(2) |7r0Mn3(%) .
PtMn(15) PtMn(20)
Ru(5
Ta() T:((s))
bu er CuN(30) CUN(50) bu er
Ta(3) Ta(5)

Table 3.1.: Layer stack of the studied samples; layer-thicknesses [nm] are given in the brackets.
Samplea is fabricated within a cooperation with the AIST, Japan; samples b and c within a
cooperation with the INL, Portugal, and CEA Spintec , France.

2Samples fabricated in cooperation with theInternational Iberian Nanotechnology Labora-
tory (INL), R. Ferreira 's group, Braga, Portugal, and CEA Spintec , U. Ebels 's group, Greno-
ble, France.

3Samples fabricated in cooperation with theNational Institute of Advanced Industrial Science
and Technology (AIST), S. Yuasa's group, Tsukuba, Japan.
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3.2. R-H sample characterization

The complete layer stacks of the studied samples are listed in talile |3.1. The upper
FM in the SAF is composed of a bilayer of CoFe/CoFeB in order to decrease the boron
di usion into the MgO barrier; adjacent Ta or Ru layers serve the same purpose and
act as a boron sink23224  |n sample type a, the MgO layer in the capping moreover
reduces spin-pumpin§252261221228] |owering the FeB magnetic damping down to even
0:00583213220] | the free layer of typeb & ¢ samples, the @ nm Ta-layer furthermore
decouples the growth of CoFeB and NiFe, utilizing the high tunnel magnetoresistance
(TMR) ratio of the crystalline CoFeB-junction and the magnetically softer NiFe for the
vortex dynamics.

Sample typesa and c (as de ned in table[3.1) additionally possess a Im 300 nm rf
eld line lithographed 300 nm above the nanopillar in order to facilitate an additional
external control of the free layer dynamics through potential rf line Oersted elds. For the
sample typea, the room temperature TMR values lie around 100 % with a resistance-area
product of RA 4 m?; type b shows TMR 50% withRA  1:5 m?; and type

c TMR 100% withRA 2 m?2.

Presented experimental data in chpts[]4 &5 are mainly measured on sample typein
chpts. [6 &[7 on typeb and in chpts.[8 &[9 on typec.

3.2. R-H sample characterization

The stack layers' magnetic con guration is an essential quality factor for the samples and
Is tested viaR-H measurements, since a change in the magnetization directly translates
to a resistance change due to the magnetoresistive e ect.

In g. 3.3] we show typical measurement data of the sample resistanevs. an applied
magnetic eld in the plane Hy (g. and out-of-plane H, (g. . At rather
small eld values, the con guration of the SAF does not fundamentally change and the
hysteresis loops mainly identify the magnetic con guration in the free layer. In g[ 3.3a,
the free layer is magnetized in-plane at the higher eld-values. This corresponds to a par-
allel or antiparallel alignment of the free layer magnetization with respect to the SAF's
magnetization; in general, it isR, <R 4, i.e. in g. B.3d, the con guration is parallel at
Hy . 50mT and antiparallel forHy & 45mT, depending on the hysteresis. At even higher
eld values ( oHx & 300 mT; not shown in g. ), also the magnetization of the SAF
is a ected, leading again to a parallel alignment for higher positive elds in g[3.3a and
to e ects due to the SAF's second FM's alignment with a high negative eld. Between
the parallel and antiparallel alignment, the magnetic vortex is stable in the free layer.
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3. Samples, experimental techniques and modelling

() (b)

Figure 3.3.: Typical R-H hysteresis loops for(a) in-plane eld H, and (b) out-of-plane eld
H-,. The inset gures represent the free layer's magnetic con guration corresponding to the
measured resistance in the hysteresis.

Theoretically, the vortex core is in the disk center atH, = 0 and shifts perpendicularly

to the Hy eld direction in order to increase the magnetization aligned with the eld and
therefore minimize the energy. The creation/annihilation of the magnetic vortex from/to
the in-plane magnetized state follows a clear hysteresis as can be seen in[ g.|3.3a. Itis
Rp <Ry <R g4 with Ry the resistance in the vortex state.

If gyrotropic vortex dynamics is present (at large enough bias currerity.), the sample
resistance oscillates along the linear resistance curve (. 3.3a) due to the changing free
layer in-plane magnetization depending on the vortex core position. The generated signal
amplitude is proportional to the di erence (Ry, Ry), i.e. the TMR value of the sample,
further elaborated in sectior 3.8. The curvé 3.8a de nes a TMR value of 55 %.

Shown in g. B.3H, an applied out-of-plane eld changes the magnetization of the free
layer more continuously. Exhibiting the vortex con guration, H, increases the vortex
core radiud'?® and, more remarkable in the resistance curve, tilts the vortex body mag-
netization perpendicular to the plane, leading to a continuous decrease of the resistance.
Furthermore, also the out-of-plane component of the SAF is increased with, , leading

to a more and more parallel alignment of the averaged magnetizations and thus also a re-
sistance decrease. The hysteresis e ect Hit, 100mT andH, 300mT corresponds

to the vortex core's polarity change with the applied eld. In practice, the symmetry

of curve[3.3b serves as a measure for the angle of the magnetic eld, i.e. a completely
symmetric curve, especially with respect to the high eld valuegHj, means a magnetic
eld exactly parallel to the sample's surface normaH = H-.
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3.3. Radiofrequency signal and sample conductance
3.3. Radiofrequency signal and sample conductance

In order to understand the measured signal { the dc resistance as regarded before in
g. B.3] but also the rf signal when the vortex core dynamics is excited { its origin
must be understood as well as the mechanisms altering the signal generation. In the
following, we consider the relative magnetic con guration of the ferromagnetic layers
which determines the corresponding conductance of the magnetic tunnel junction. The
two layers are notably the free layer and the reference layer on the SAF. We also take a
magnetic out-of-plane eldH- into account, which is often applied to the sample in the
experiments and in uences the magnetic layer con gurations.

As already mentioned in sectiorj 2|1, the fundamental magnitude of magnetoresistive
devices such as STNOs is the magnetoresistance value, which characterizes the device's
ability to control its electric properties only by its magnetic con guration. We choose to
express the tunnel junction's TMR ratio through the conductancés, in the parallel and
Ggp in the antiparallel magnetic state:

Gp Gap

TMR =

Introducing the normalized magnetization of the free layeFyee, and of the SAF Mgar,
averaged over the whole disk, the sample conductance can be given as:

G, G
G= Gp % (1 Msar I‘ﬂfree)

It is clear that, if the magnetic distributions are uniform in both layers, the conductance
G is either G, if they are aligned in parallel, orG,, if they are aligned antiparallel. In
the equilibrium vortex con guration (core in the disk center), the in-plane components
average out and the mean magnetization vector points normal to the plane leading to a
conductance value G, + Ggp)=2.

Assuming that the magnetization of the SAF is uniform (ineR-direction for H, = 0)
whereas the free layer exhibits a magnetic vortex state, the magnetization of the layers
changes as follows when a magnetic eld, is applied:

q —
Msar = 1 héAF & + hsar &
q

Miree = 1 h2

free iy + hfree ez

Here, we introduce the mean planar magnetization of the vortex distributiomn, and the

39



3. Samples, experimental techniques and modelling

normalized eld in the layer i:

X @& H H
é and h = - (.
R Hg oM

mk:C

with C the vortex chirality and 2=3 a proportionality factorf_’] between the vortex
core displacement and the magnetization changé?.
The conductance of an oscillating vortex core is therefore described by a constant and a
time varying component:
Gp

8
G
5 Go: Gp Tap(l hSAF hfree)
)(1  h§

G(t) = Go + g(t) P 5
2

) s(t)sin( (1)) :
(3.1)

h
: g(t) = ( Gp Gap) (1 free

As in section[2.8,s(t) and (t) denote the polar coordinates, normalized radius(t) and
phase (t), of the vortex core in the free layer ferromagnetic disk. In the overcritical
regime itis: s(t) spand (t)= !4+ ;with ; the initial phase and! 4 the generation
frequency. Therf emission characteristics are described lgft). Note that the amplitude

of g(t) is highest forH, = 0. However, the spin-torque strength is governed by the
out-of-plane spin current polarization (see sectidn 3.3). Thus, for the investigated sample
desigff} the application of an out-of-plane eld means a trade-o between spin-torque
e ciency and amplitude of rf emission.

4t originates from the magnetic distribution and is e.g. calculated in Ref.?2% choosing a two vortex
ansatz (TVA). The TVA assumes a second imaginary vortex outside the disk in order to satisfy a
collinear magnetization at the disk boundaried?? .

SThere are possibilities to circumvent this issue and to furthermore obtain sustained oscillations at zero
magnetic eld. E.g., the addition of an out-of-plane magnetized polarizing layer on top of the free
layer, keeping the SAF as the reference layer uniformly in-plan&2
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3.4. Experimental setup

The basic measurement setup is
schematically show in g. [3.4. The
STVO is placed in a magnetic eld
with ne control of the angle between
sample plane and eld direction. A
current source provides the vortex os-
cillator with a dc current in order to

sustain its dynamics (see Chapt 2)'Figure 3.4.. Schematic measurement setup with
Since the sample is based on a magyortex oscillator. The grey box represents further
netic tunnel junction, it is in general circuitry, in the simplest case only a spectrum ana-
very sensitive to every sort of peaklyzer or oscilloscope withZ = 50 input impedance.
voltage. Thus, to reduce the exposure with such peaks and to limit the applied volt-
age in general ¥ . 1V), we install a resistanceR;  1kW in series with the current
source and the STVO. A high resistanc®, 1MW:is furthermore placed in parallel to
the sample in order to avoid any charge accumulation upon the STVO. Theéc and rf
current parts in the circuit are separated through a bias tee (inductance and capacitor
in g. and the averaged dc voltage among the sample is measured with a (hano-
)voltmeter. Furthermore, and particularly of interest here, the ac port of the bias tee
gives the alternating response of the oscillator to the supplied current, as further speci ed
below. The grey box in g. represents further circuitry, which in its simplest form
only includes a spectrum analyzer or ocilloscope with = 50 input impedance. How-
ever, also more complex circuitry can be added, such as an external rf current sofrce
even another STVO circuif], etc. In order to perform noise measurements close to the
carrier (as further speci ed in chapter| 4), we implement frequency mixing of the STVO

rf signal with an external rf current source at this position. Subsequent low-pass ltering
lets the low frequency component of the mixed wave pass and a down-converted signal is
obtained.

Vortex dynamics and measured signal

To be able to correspond the voltage trac&/(t) = WV, + v(t) of the STVO with the
con guration and dynamics of the sample, and to interpret the measured magnitudes

Sfor e.g. injection locking to the external signal®384) | or spin-torque diode measurement8>8853401 ~or
energy harvesting?3% | or frequency detection?>28] or ...
for e.g. synchronization of multiple STNOsE>S857 | or neuromorphic computing@?28! or ...
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3. Samples, experimental techniques and modelling

at the nanovoltmeter and the rf branch, the circuit is analyzed in the following. The
electrical properties of the STVO are described by eq[ (3.1), whereas the samples are
generally designed to exhibit a resistance &y = 1=G, 50W On the basis of the
circuit in g. the dc current through the STO 1, is nearly the same delivered by
the dc current sourcelg = |4, becauseR, Ro. Thus, the measured voltage at the
nanovoltmeter is directly the averaged dc voltage of the sampy. Vo= Rolo Rolgc
with Ro = 1=G, described by eq. [(3]1).
Assuming an instrument of input impedanceZz (usually 50W) gathering the rf branch,
the measured voltage oscillatiornV¢ (t) is that of the STO Vs = v(t) with current I =
i(t) on the load: Vi = ZI . The current through the sample most generally ful lls
[ (t) = lo+ i(t) = GV and therefore is, assumingg(t)v(t)] GoVo:

i(t) = Gov(t) + g(t)Vo

Herewith, the measured rf voltage can be determined to:

Idc Z

Vie (1) = Go 1+ GoZ o(t) ;

with g(t) given by eq. [3.1) which connects the vortex dynamics with the sample's
electrical properties. It is then explicitly found:

Vie (= s(t) sin( (1)) (3.2)

with

1.z & 9
2Go(1 + GoZ)

(1 hZ)@ hie)  and G=Gy Gap
It becomes clear from[(3]2), that the measured signal is directly related to the vortex core
position described bys(t) and (t). Also the presence of uctuations in the signaWV (t)
can be directly attributed to amplitude and phase uctuations of the vortex core gyration
s(t) and (t), respectively.
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3.5. Experimental techniques

The basic rf characterizations are per-
formed using a spectrum analyzd®l,
To access the essential parameters of the
oscillation, we adjust the data with a
Lorentzian curve as shown in g. [3.b.
However, this method is not 100 % valid {
especially on longer time scales as we will
thoroughly show in chapter( b {, but de-
scribes the fundamental parameters, i.e.

oscillation power, intensity, FWHM =

) o _ Figure 3.5.. Exemplary spectrum analyzer mea-
2 fo(1+ ©) and oscillation carrier fré- g, rement of the oscillation PSD. The performed
quencyf. (as depicted in g. [3.5) su- Lorentz t designates the characteristic emission

ciently well on an experimental time scale rf parameters. The area under the curve de nes

i the output power po.
(100 s measurement duration). The
parameter 2 f, describes the linear linewidth of the oscillation, de ned in sectioh 2.5,
and expanded by nonlinear broadening through as further treated in chapter%.
Measurements via single shot oscilloscope reveal more details of the rf signal and can be
analyzed in several ways. In the following section, we present how a voltage time signal
Is analyzed in order to obtain the noise characteristics of the oscillation. To access noise
data close to the carrier frequency, frequency down-mixing is performed, also introduced
below.

Noise analysis

In this work, the Hilbert transform method was used for extraction of noise data. This
method was proposed in Ref87327 and allows to separate phase and amplitude of an
oscillating signal, including the corresponding noise. We consider the measured voltage
time signal at the oscilloscop&32:

a(t)

V(t) = a(t) coslt+ (1) = " e+l . (3.3)

with a(t) = ap + a(t) the amplitude and (t)= ;+ (t) the phase, both including
uctuations. ( t) = ! t+ (t)is the signal's total phase. Now formulating an analytical
signal z(t) exploiting the Hilbert transform 33 H | it is possible to extract the signal's

43



3. Samples, experimental techniques and modelling
instantaneous amplitudea(t) and total phase (t):
z(t) = V(t)+ i Hf V(t)g= a(t)e (Y

A more straightforward way, used in the present PhD work, to obtain an analytical signal
from V (t) is to ignore the negative frequency part in eq[ (3]3). Thus, we Fourier transform
V (t) and lter the obtained signal by the negative frequencies. By performing an inverse
Fourier transform, we get the analytical signalVyeeq . From this Itered signal, the
amplitude can be formed from the modulus and the total phase from the argument:

a(t) = 2jVItered J and ( t) =arg [Vltered ]

We determine the normalized amplitude uctuations through:

a(t) h a(t)i

O= R !

with ha(t)i the amplitude's average value. For the phase uctuations, we calculate
signal frequency! . = hd ( t)=dti and initial phase ; = h( t)i ! .t and deduce:

=01 !ttt

The power spectral density (PSD) of the uctuation x (t) is subsequently given by:

Z ; 2

Sy = x (e ™ dt

1

T o
To obtain noise data at low o set frequencies from the
carrier, we perform frequency mixing with a perfect,
virtually noise-free LO signal of amplitudeA o, and
phase o, as sketched in g.[3.6. Thus, the output
Figure 3.6.. Frequency mixing Signal measured at the oscilloscope yields:

for determination of low o set fre- (HA
ey noe: Local osolao (10) 2O oos(() o) veas(( 0+ 1o

and is in our experiment usually set to exhibit a
frequency of (2 1) MHzE], after Itering the higher frequency component through a low-

8larger than the frequency uctuations within the FWHM
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3.5. Experimental techniques

pass lter of bandwidth DC-22 MHz. Assuming the external sign&4 to be noise-free (or
at least its noise much smaller against the one of the measured signal) it is obvious that
the phase noise properties of the down-converted signal are equal to the ones of signal

(B.3) and the amplitude noise after proper renormalization.
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Low o set frequency 1=f icker noise In
spin torque vortex oscillators

Low frequency noise close to the carrier remains little explored in spin torque nano oscil-
lators. However, it is crucial to investigate as it limits the oscillator's frequency stability.
This chapter addresses the low o set frequency icker noise of a TMR-based spin-torque
vortex oscillator in the regime of large amplitude steady oscillations. We rst phenomeno-
logically expand the nonlinear auto-oscillator theory (see chpf.]| 2) aiming to reveal the
properties of this noise. We then present a thorough experimental study of the oscillator's
1=f icker noise and discuss the results based on the theoretical predictions. Hereby, we
connect the oscillator's nonlinear dynamics with the concept of icker noise and further-
more refer to the in uence of a standard f noise description based on the Hooge formula,
taking into account the non-constant magnetic oscillation volume, which contributes to
the magnetoresistance.

In section[2.4 and 2.p, the fundamental nonlinearity of spin-torque oscillators is discussed
and its e ect on the noise characteristics through conversion from amplitude to phase
noise®32148] has been emphasized. This leads to a poor spectral coherence and limits the
oscillator's stability and therefore its applicability in real practical devices.

Tunnel- or giant magnetoresistive e ect (TMR/GMR resp.) based magnetic sensors repre-
sent the building block of a STNO (sec| 2]1). Noise mechanism in these devices have been
extensively studied since the late 199(Es5/23612311238.234.240.241.242.248.284)3 0 are usually?4d

the frequency independent shot (only for TMR) and thermal noise, and low frequencyfl-
noise, also called icker noise. In certain cases, Random Telegraph Noise (RTN), arising
from the uctuations between two di erent energy levels, can also exist. Its sources are
mainly of electronic or magnetic origin&4 and equally present in STNOs as well, where
it is anticipated that the existence of self sustained nonlinear magnetization dynamics
drastically in uences the noise characteristics compared to classical magnetic sensors.
The STNO's noise distribution for o set frequencies far from the carrier frequency { &

10° Hz for STVOSs) is now reasonably well understod&*461LL74] - At room temperature,
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

it has been found that it is mainly attributed to dominant thermal noise in the framework
of nonlinearity B248171174] \which we theoretically describe in sectioh 2.5 and also shortly
discuss below in section 4.3.

However, the noise at low o set frequenciesf§ . 10°Hz for STVOs), which is crucial
for most of the targeted applications, remains largely under investigation. The existence
of icker noise at these low frequency o sets is of a general nature, as noise of spectral
1=f -scaling is present in a wide variety of physical systems, such as stellar emissions, lake
turbulences, Nile ooding, and virtually all electronic device&44. Initially recognized by
Johnsor?#, and later investigated in thin Ims 249 it has recently attracted attention

as the dominant noise source in GMR and TMR sensd#®231242253] gnd their major
drawback in terms of performance.

In STNOs, the 1=f icker noise at low o set frequencies has so far only been experimen-
tally recognized?®94174250]  |n Refs H614] the focus has been on thermal noise at high
o set frequencies and an indication of colored=f noise at lower o sets has been found.
Ref.20 presents a measurement method to access thef regime and shows its in uence
on the frequency spectra. In Rel?¥, the study concerns %f noise in the very specic
geometry of nano-contact STNOs. A large in uence on multiple present modes, which
are particularly avoided within the work presented here, has been found. In this chapter,
we systematically investigate the £f icker noise in vortex based STNOs (STVOs) both
experimentally, and theoretically based on the corresponding nonlinear Langevin equa-
tionsB4 together with a phenomenological approach. Moreover, we present a thorough
study of the important parameters governing this type of noise.

In magnetic sensor applications, the icker noise, which can not yet be described in its
entire universality, is typically described by the empirical Hooge formalis##>251, |n this
chapter, we also aim at establishing a connection between a magnetic TMR sensor, a
fundamental building block of the STNO, and the latter's intrinsic nonlinearity.

We focus our study on vortex based spin torque nano-oscillators (STVOs) and their fun-
damental mode, the gyrotropic vortex motioh#2252 (see sec| 2|3). STVOs, compared
to other STNOs exploiting di erent magnetic modes (as e.g. a uniform precession or
local modes), exhibit large amplitude oscillations with frequencies from 100 MHz up to
1:5GHz, a rather narrow linewidth of 100kHz, and output powers of up to a few
WIS Since magnetic vortex dynamics has, in many respects, been considered as a
model system for the study of magnetic dynami#$l, STVOs are suitable to fundamen-
tally study the noise behaviour of STNOs. We believe that the general results of this
chapter can be extrapolated to every kind of STNO, as the nonlinear nature and the
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4.1. Theoretical description of low o set frequency icker noise

basic noise generating processes are the same. Thus, the main objective is to establish a
connection between icker noise and the STNO's nonlinearity and to study the STNO's
icker noise in general. Such study has not been performed yet for STNOs, even if this is
an important issue for the di erent types of applications aiming to rely on them.

In the following, we rst deduce the phenomenological theoretical approach to include low

o set frequency I=f icker noise processes in the nonlinear auto-oscillator model. We then
present experimental data showing the noise characteristics in STVOs and subsequently
focus on the low o set frequency regime. We compare and analyze the experimental data
regarding the developed model and introduce the formalism ¢dooge to discuss the
governing parameters of icker noise in STNOs in general and STVOs in particular.

4.1. Theoretical description of low o set frequency
icker noise

In a vortex oscillator, the noise mechanism in terms of
amplitude and phase noise can be seen as uctuations of
the vortex core position on its stable trajectory, schema-
tized in g. The limit cycle mechanism, described

in sectiong 2.4 andf 215, therefore directly represents thesigure 4.1.:  Noise schematics
vortex core trajectory. of vortex motion: amplitude and

In the following, we assume a phenomenological ansaf¥'ase uctuations s and , resp.
to describe the low o set frequency noise in the frame-
work of the nonlinear autooscillator theory and follow the framework presented in section
[Z.3.
We de ne f,(t), which is the realization of the stochastic #f noise process, to act in-
dependently on amplitude and phase, respectivelyg,(t) = < f,(t)e ' ® and h,(t) =
= f,(t)e ' O . Here, the icker noise process is assumed to be stationary and so gie
and h,. Note that the colored Ef noise can be modeled from an ensemble of statistically
independent Ornstein-Uhlenbeck processes with varying correlation tim&sl. Exploiting
the Wiener-Khintchine-theorem on the noise processgs and h,, their spectral depen-
dence must ful ll a 1=f characteristic:

Z

Se, (F) = hon(t)g,(t t9i €™ dt= T ; (4.1a)
Z

S, (F)= Hp(h,(t t9i €™ dt= - (4.1b)
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

The initial noise levels and do not necessarily need to be the sarged: that
means that certain Ef noise mechanisms might act di erently on the amplitude than
on the phase and the other way around. The upper descriptions allow formulating the
expression for the PSDs of phase and amplitude noise in the low o set frequency regime
by inserting the initial noise representations|(4.1a-4.1b) into the perturbation's harmonic
frequency response (2.88-2]29). Together with the noise PSD resulting from thermal noise
processes, as derived in sectipn P.5, we obtain the total noise PSD expresSiorfor the
normalized amplitude = a=a = s=g and S for the phase, respectively:

fo 1 1
= + — )
S f2af2 g 2 12412 1 (4.2a)
2f2
S o CHNL P (4.2b)

f2" ap, 2tz T 12

The rst terms in both equations, proportional to the oscillation linewidth fg, corre-
spond to thermal origins, whereas all other terms describe the additional PSD due to
icker noise, which is at the center of the present study.

The icker noise terms describe the original noise of exponent which leads to a *f
slope for the amplitude and a £f *? slope for the phase noise. The last term of eq.
(@.2H) clearly shows the nonlinear conversion from amplitude to phase noise. Moreover,
we also nd an additional, non-coupled pure phase icker noise term { the second term
in eq. (4.28) {, which also exhibits a &f 3-characteristic.
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4.2. Sample characteristics

4.2. Sample characteristics

The measured sample is of typa, as spec-
ied in section 3.1. The employed circular
shaped nano-pillar on the sample has a diam-
eter of R = 375nm and exhibits resistance
values of Ry = 1=Gy = (44 45) in the
vortex state, slightly dependent on the ap-
plied current with negative slope, as shown
in g. 4.2] Fig. #.2] also shows the measured
evolution of the TMR value as a function of

the applied dc current. It likewise decreaxsesFigure 4.2 Vortex state averaged resis-

with 14, because of arising tunneling chan-tance R, (left axis) and TMR value (right axis,

nels through shifted bands and equivalently, blue) as a function of the applied dc current.
. . . oH~> =500mT.

a lowering of the potential tunneling energy
barrier of the insulating layerf25256],

To provide a su cient out-of-plane spin polarization of the injected dc current in order
to sustain the gyrotropic vortex motion via spin transfer torque, an external eld of

oH-» =500mT perpendicular to the Im plane is applied.

Figure 4.3.: Characteristic oscillation parameters, such as the oscillation frequency., output
power po, nhonlinear parameter , linewidth FWHM =2  fo(1+ 2), and damping rate fp,asa
function of the applied current I 4. at oH» =500mT.

The measurement setup is basically organized as shown in section 3.4. The sample's
emitted rf signal is gathered through a spectrum analyzer. Its basic oscillation properties
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

as a function of the applied current at the chosen experimental conditions are shown in g.
[4.3, i.e. the oscillation's output powerpy, its linewidth FWHM =2 fo(1+ 2), and the
carrier frequencyf. (the frequency of the spin torque driven magnetization dynamics),
obtained from Lorentzian ts on the emission power spectra. In addition, we t the
data with the expected behaviour of the magnitudes. The evolution of the power and
linewidth with the applied current can be tted from their theoretical descriptiorﬂ po(l) =
(I=le D=I=1.+Q) pmax @and fo(l) 1=m(l) respectively, with the nonlinearity of the
damping Q and pmax the respective tting parameters. The critial oscillation threshold
current, where the natural damping is overcome and auto-oscillation of the vortex core
around the disk-center arises (chag.]| 2) is determined f@ ~ 3:7 mA.
Noise data are gathered from single-shot oscilloscope voltage time traces and evaluation
via the Hilbert transform method presented in sectiof 3]5. To obtain noise data close
to the carrier (down to 1Hz o set), the signal is rst down-converted to (2 1)MHz
via frequency mixing with an external source (see R&#250)  This allows to decrease
the oscilloscope's sampling rate (from 5GSa/s down to 40 MSa/s) and to increase
the measurement time (from 8:2ms to  2:05s) while conserving the signal's noise
properties. High frequency components are ltered by a low pass lter (bandwidth DC
to 22 MHz).
The oscillator's nonlinearity parameters
and f, (more explicitly described in section
[2.4) are determined from the oscilloscope's
time space measurements. The damping
rate f, back to the stable oscillation tra-
jectory is estimated by performing an ex-
ponential t according to eq. (2.27) to the
signal amplitude's autocorrelatiot™3, ex-
emplarily shown in g. 4.4. The amplitude
autocorrelation is calculated exploiting the
Wiener-Khintchine theorem (appendix| 4) F|gl_1re ,4'4': Linear ton the amplitude uc-

) ) tuations' autocorrelation function K 5( ) on a
on the amplitude noise PSD (see chaptef 3)4ogarithmic scale. | = 5mA.
The nonlinearity parameter is obtained by
comparing the coupling between amplitude and phase noise in the thermal noise regime
as elaborated in section 2]5.
In this chapter, we restrict the measurements and analysis to the oscillation behaviour in

LEq. ) and Ref2

52



4.3. Results - Noise in STVOs

the dc current regime corresponding to the gyrotropic mode. In particular, we avoid any
perturbing e ects of mode crossing (as in Re®4) or more complex dynamical behaviour
in the regime of very large excitation. Indeed beyond the stable gyrotropic mode (mode
crossing, energy transfer into other subordinate modes), under speci ¢ current and eld
conditions, the occurrence of Random Telegraph Noise (RTN) at characteristic frequencies
of up to 10 kHz can be observed. This issue is partly investigated in chapfér 6. However, at
this point, the occurrence of RTN is not further considered and even patrticularly avoided
in the experiment.

4.3. Results - Noise in STVOs

A standard visualisation of noise properties is the representation of the power spectral
density (PSD), which has the advantage to allow a direct distinction of the underlying
noise processes and to classify them by their characteristic inverse power law behaviour
PSD 1=f . In g. we show typical measurement data for the phase noise (red
and orange curve) and the amplitude noise PSD (blue and light blue curve) of the studied
STVO sample at an applied current ofl 4. = 4:6 mA. The noise PSDs are depicted versus
theoset f, = jf . from the carrier frequencyf . (frequency of the vortex gyrotropic
motion). The behaviour is mainly described by the nonlinear nature of the oscillator:
For higher o set frequencies{, & 1®Hz in g. , the curve's shape is governed by
thermal white gaussian noise processes, thoroughly investigated in Féf! for uniform
STNOs (STNOs exploiting the uniform precession of magnetization dynamics) and in
Ref.B8l for STVOs (STNOs exploiting the vortex gyrotropic mode).

For this region, we show the noise PSD curves in g. 4.5's inset based on egs. (4.2a}4.2b):
The noise signature behaves linearly below the relaxation ratg with exponent = 2 for

the phase and = 0 for the amplitude noise. As mentioned in sectiof 2|5, the coupling
between the amplitude and phase leads to a conversion of amplitude to phase noise and
therefore to an increase of the phase noise by 10log(13%). For f, fp, perturbations

are faster than the nonlinear damping responsg, = 1=(2 f ), which is usually in the
order of a few tens of oscillation periods (depending on the spin torque strength), so that
the nonlinearity becomes less signi cant. The amplitude noise decreases withf1 and

the phase noise with ¢f* forf, f  f,and with 1=f2forf  f ,. At even higher

o set frequencies, the Johnson-Nyquist noise oor eventually limits the PSDs (not shown
in g. 4.5).

For low o set frequenciesf, . 10*Hz, that are in the focus of this study, the PSD
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

Figure 4.5.: Typical experimental determination of amplitude and phase noise. The performed
ts show the characteristic 1=f -behaviour for high (red, blue resp.) and low o set frequencies
(orange, light blue resp.). oH», =500mT, | = 4:6mA. The inset shows an analytical repre-
sentation (egs. [4.2§-4.2p), di erent parameters than in the measurement) of the higher o set
frequency noise due to thermal e ects. The phase noise of a linear oscillator (= 0, dashed
line) is shown as well as its increase due to nonlinearity.

spectra exhibit a Ef3- and a 1=f !-behaviour for phase and amplitude noise respectively,
where Xxf - icker-noise is found to be dominant over thermal noise processes. The ts
exp=f ON the experimental data in g. (orange curve for phase noise and cyan
curve for amplitude noise) illustrate the curves' typical slopes and furthermore give the
corresponding experimental noise prefactore,, later discussed in sectioh 44.
The fundamental origin of icker noise, described through the phenomenological param-
eter in egs. [4.24-4.2p), cannot implicitly be specied as di erent physical processes
are potential origins. This includes intrinsic phenomena such as uctuations in the mag-
netic texturel®9243257  the impact of defects and/or inhomogeneities in the magnetic
layers or the tunnel barrier in particular due to the fabrication proced®d. Even external
uctuations of the driving dc current or the applied magnetic eld can play a role.

Comparing the experimental data depicted in g 4. with the theoretical equations (4.2a-
), we nd for the generating noise process 1 and a conversion of #f ! amplitude
into 1=f 3 phase noise, re ected both in g. (light blue and orange curve in the low
o set frequency regime) as well as in eq[ (4.2b).

Next to the experimental PSDs, we additionally plot in g. theoretical curves ex-
cluding one or more terms in equationg (4.2a) andl (4.2b), and described in the following.
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4.3. Results - Noise in STVOs

Figure 4.6.: PSD of phase (PN) and amplitude (AN) noise; oH» =500mT, | =4:6mA, as
well as theoretical curves based on egs| (4.2a-42b) and described in the text.

The preliminarily evaluated experimental valuegy, , foandf,, shownin g. .3, are
fed into the equations. Only considering the thermal linear part of the phase noise PSD
( =0, green curve in g. [4.6) again emphasizes the noise increase due to nonlinearity
> 0, as this curve is clearly below the experimental one (black in d. 4.6). For higher
o set frequencies (for which the icker noise contribution becomes negligible), theoretical
amplitude and phase noise curves (blue dashed and pink dashed, respectively) exhibit,
as expected, an excellent agreement to the corresponding data (black and grey curves,
resp.).
For lower o set frequencies, from 10* Hz on downwards, the so far neglected icker noise
sums to the thermal noise parts and lets the experimental and theoretical curve diverge.
The red dot-dashed curve in g.[4.p describes the theoretical phase noise PSD including
the extra contribution from the conversion of experimental amplitude noise through the
coupling term in eq. [4.2b) { thus it only neglects the pure icker phase noise term (sec-
ond term in eq. {4.2h)). Importantly, we note that this curve still clearly remains below
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

the experimental data (black curve in g.[4.6) in the range of low o set frequencies, but
ts well for higher o sets.

4.4. Results - Analysis of Flicker Noise regime

Whereas obtaining a good agreement of the experimental curves with the above described
theoretical curves considering thermal noise, they clearly di er at lower o set frequencies
(fo . 10*Hz). To understand this dierence, we further evaluate eq. [(4.3b). We use
the experimental low o set amplitude noise and convert it into phase noise to consider
amplitude-phase coupling in the low o set frequency range, . 10*Hz and to classify the
important parameters. Hence, the violet curve in g.[4.p represents the phase noise only
including the thermal and the amplitude-converted contribution (similar to the dot-dashed
red curve in the high o set frequency regime). The di erence between the experimental
phase noise PSD (black curve in g.[ 4]6) and the calculated curve (violet) therefore
clearly pinpoints the large impact of the pure phase icker noise in g.[ 4|6, which is
found to be dominant against the other contributions. To further classify the important
noise parameters, we concentrate on the pure phase icker noise in the following.

In g. we compare the experimental prefactors ¢, of the ¢,=f -ts on the

Figure 4.7.: Evolution with applied current of the prefactors ey from the eyp=f -ts of
(i) the experimental phase noise (PN) data (red points), (ii) of the converted AN to PN data
(purple points, corresponding to the violet curve in g. (iii) of the pure icker PN (di erence
between black and violet curve in g. ), represented by green points, and (iv) of the amplitude
noise (AN) data (blue points).
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4.4. Results - Analysis of Flicker Noise regime

experimental low o set frequency noise as depicted in d. 4.6 and plot them as a function
of the injected dc current: Red points represent the noise level of the total phase noise
PSD and purple points of the amplitude to phase noise converted contribution. The green
pointsin g. 4.7|represent the di erence between the experimental data curve (black in g.
[4.6) and the data curve including thermal noise and nonlinear amplitude noise conversion
(violet in g. 4.6), notably the pure phase icker noise (equals the dierence between
red and purple curve in g. [4.7), the second term in eq.[ (4.2b). Indeed, the converted
contribution (purple in g. is small compared to the pure icker contribution (green)
and therefore emphasizes that the pure icker PN is dominant in the low o set frequency,
icker noise dominated regime.

Governing parameters and relation to the Hooge formalism

Another important result is that the icker noise for both the amplitude (blue points

in bottom panel of g. and the phase noise (red and green points in g[ 4.7)
Is decreasing as the injected dc current is increased. For comparison, this behaviour is
di erent from what is found in conventional TMR sensord?35245125€] \whose layer structure

is very similar to the one of STNOs. For these devices, the low frequency noise behaviour is
usually evaluated only by a standard description based on the phenomenologigaoge -
formulal2452511;

_ dec .
S = (4.3)

with Pg4. the circuit's dc power, A the magnetically active surface, that is usually
constant in TMR sensors, and y the Hooge-parameter. Interestingly, the coe cient
is often considered as a kind of quality factor e.g. in magnetic sensor technologies. In
this picture, 4 includes the intrinsic origins of the icker noise due to manifold potential
mechanisms already mentioned before.
Note that the phenomenological Hooge formula is originally well adapted to semiconductor
deviced®92802611  There, it describes the #f noise proportional to the power supplied
into the system averaged over the number of carriers. By applying the Hooge model to
magnetic sensors, the averaging is indeed realized on the e ective magnetic volume that
is converted into the active magnetic surfac@ after proper renormalization in eq. [(4.B).
In STVOs, the nonlinear evolution of the active surfacé or, more generally, the active
magnetic volume has to be especially taken into account, as usually not the entire device
area is active, but only the surface enclosed by the vortex core trajectory contributes to
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

the rf signal (red circle in g. [4.7). A particularity of STVOs (and STNOs in general) is
that, resulting from the nonlinearities of the di erent forces acting on the vortex coreA
can be controlled through the amplitude of the spin transfer torque.

The active surfaceA = (Rsp)?, with R the nanodisk radius ands, the normalized
radius of the vortex core trajectory, can be experimentally determined by measuring the
conductivities in the vortex or antiparallel state Go(l4c) and Ggp(l4c), the TMR value
TMR(l4), the corresponding applied eld valuesh; normalized to the magnetization of
the layer i, and the e ective oscillation voltage V;; #8. In the vortex oscillator model
system, the oscillation radius can be calculated through ed. (3.2):

_ 2Go(1 + GoZso )
Idc TMR(Idc) GapZSO
1

@ o)L hig)

free

So

VrfO ;

with Zso the load, 2=3 a magnetoresistive factor (proportionality factor for the
planar magnetization value relative to the saturation magnetization), andh the normal-
ized eld in the indexed layer. Note that the average resistance=G, = Rq(l4c) usually
decreases for larger currents, as shown in §. 4.2.

The evaluated active surface of the studied STVO as a function of the dc current is
shown in g. [4.8a, as well as the Hooge-proportionality (i.e. the important parameter
dependence in eq.[ (43)Ps.=A in g. 4.8b, which mainly determines the noise prefactor

in eq. (4.3).

We nd that the Hooge proportionality P4.=A is rst almost constant and then increases
as a function ofl4. For lower currents, the increase oA is in fact compensating the
increase in powerPy.. Then in the regime of constantA, the quadratic behaviour of
P4c=A is similar to what is usually found in magnetic TMR/GMR sensor&3®. Following

the Hooge model, a consequence is that also the noise level for higher currents shall
increase. As shown in g.[4]7, this is contrary to what we nd experimentally. Thus,
an important conclusion is, thatPy.=A alone does not properly describe the icker noise
behaviour of a STVO, as it mainly does in case of magnetic sensors.

Indeed, the nonlinear nature of the oscillator, expressed by the equatiofis (4[2a-4.2b), has
to be taken into account. It obviously dominates over the Hooge-behaviour, which is in
fact valid for the static case with no sustained spin transfer dynamics. In eq[ (4]2a-
[4.28) we assume the generating noise (which is not deterministically understood so far)
to follow Hooge's description in eq.[(4]3) and include it in the parameter H Pgc=A.
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b)

Figure 4.8.: Experimental active magnetic surfaceA
vs. applied dc current | 4.

(a) and Hooge proportionality Py.=A (b)

It is important to note that the prefactor | for the phase does not necessarily need to

be equivalent to the one of the amplitude noise.

Figure 4.9.: Pure icker noise prefactors Pg.=(4po 2f
for the phase icker noise, calculated through eq.
maghnitudes without §.

2A) for the amplitude and Pgc=(4po 2A)
(4.2h-4.2b) with measured experimental

In g. 4.9] we calculate the evolution of the icker noise prefactor as a function offy.
based on the parameters of eq| (4.2a-4]|2b) taking into account the previously discussed
e ects. At this stage, we neglect y which will be discussed later, and therefore plot
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

Pac=(4po 2f 7A) for the amplitude and Py.=(4p, A) for the pure phase icker noise pref-
actor. The calculated noise prefactors of the pure amplitude and phase icker noise terms
(0. gualitatively reproduce the trends of the experimental measurements, repre-
sented in g. [4.7.

In particular, we see that the phase noise curve rst decreases, then remains constant over
a certain current range until it starts increasing again from 6:5mA on. This behaviour

is associated with the decreasing nonlinearity at higher currer#8l and a resulting nearly
constant oscillation radiuss, and output power pg in this regime (cp. gs. and 4.B).
Therefore, in this high current regime, the Hooge-rati®4.=A also becomes more in uen-
tial and starts to dominate the noise-behaviour similarly to what is usually found in TMR
sensors. In chaptef]6, we further corroborate this e ect through a noise level evolution
almost perfectly with Pg.=A when A = const.

The amplitude noise prefactor (g. [4.9, blue curve) is slightly decreasing from low to
high currents in the range of the experimentally studied injected current, but it has to be
remarked that the error bars are large and thus, a clear statement is hard to make. In
theory (eq. )), the icker contribution of S mainly depends on the damping rate
f, back to the limit cycle.

Figure 4.10.: Hooge parameterGoy y for amplitude and phase noise as a function of the
applied current bias.

The Hooge parameter  (not yet considered for the data shown in g[4.9) can be esti-

mated from our results as a proportionality factor between the calculated noise prefactors

(shown in g. B.9) and the measured values (shown in g[ 4/7). We plot the results

in g. 4.10/and estimate 160 m?, Gp p 10" m? for the phase and
H: 100 m?, Gp g 10 ! m? for the amplitude noise.
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It is important to note that these values cannot be directly compared to the ones ob-
tained at low frequencies § o set frequencies) in TMR based sensors. This is because
the voltage uctuations at low frequencies are not converted one-to-one to the carrier
and moreover, di erent noise mechanisms might act on the dynamics. Thus, the generat-
ing noise, converted to amplitude and phase uctuations through the dynamic equations
(8.28{4.2b), should rather be understood as an e ective mechanism. However, along with
the discussed Hooge-proportionalitfy.=A, which re ects the dependence of static uc-
tuations and the resulting generating noise in a general sense, we state that also the
Hooge-parameter  for sustained oscillations follows the same dependences ags for
static uctuations, i.e. the evolution with temperature, bias voltage, etc. For compari-
son, in TMR based sensors the obtained values are typically betwe€g 10 & m?
(Ref.235238)) gnd 10 ' m? (Ref.1239240243262) ' measured for voltage uctuations upon
the tunnel junction. In Ref.B¥l G, 4 10 ¥ m? js calculated from data on TMR
sensor devices with a layer structure similar to ours and resistance-area prod&®a well
below 100k  m?, where  usually becomes stable in terms dRA 2%, |n contrast to
the present work, data in Refl?®3 were obtained at low temperature T = 5K). Thermal
noise processes can also be the generator of hoise processes (Barkhausen noise), as
shown in Refl?29 where a decrease ofy by about two orders of magnitude at low com-
pared to room temperature was measured. Moreover, we apply up to400 mV compared

to a maximum bias voltage of 50mV in Refl#3. Usually,  decreases with higher
applied voltages by up to one order of magnitud&82392621 due to new conductance chan-
nels arising in this range of biases and the likewise decreasing TMR r&&#29, as shown

in g. 4.2]for our samples. This behavior is also found in our devices (d. 4.J10), where
it leads to a suppression of the expected phase noise increase for larger currents shown in
g. 4.9] Finally, the parameter  in general depends on the magnetic con guration of
the magnetic tunnel junction (in sensors mainly parallel P and antiparallel AP) because
of the di erent nature of tunneling channels. The higher noise level in the AP state can
be mostly explained by a higher contribution to noise from tunneling electrons from the
localized band&2%. Those are more sensitive to charge traps (e.g. magnetic impurities)
in the insulator. In the AP state, mainly localized bands contribute to the tunneling
compared to mainly delocalizeds-electrons in the P-state. Therefore, the di erence in
the Hooge parameter yap > 4p iS usually at least a factor of twd?® but more often
even one or two orders of magnitud&?2411262]

Very recent measurements on our sample (same generation, di erent STVO) adopt a well
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4. Low o set frequencyl1=f icker noise in spin torque vortex oscillators

Figure 4.11.: Low frequency noise measurement technique: (a) schematizes the electrical setup,
with denomination G for the gain, ADC the analog-digital-converter, and SA the spectrum
analyzer. In (c), a typical measurement of the low frequency noise PSD for the three di erent
magnetic con gurations (parallel P, antiparallel AP, and vortex) is plotted; it shows a 1=f?!
noise process of the voltage uctuations, which is tted in order to obtain the Hooge-parameter

n through eq. ). In (d) the in-plane eld ( Hp) hysteresis loop of the sample is depicted
indicating the di erent magnetic con gurations in the magnetic tunnel junction ( Rp < Ry <
Rap) and (b) directly identi es the Hooge parameters y with the con guration.

established, very accurate measurement method of the static voltage uctuations, which
is described e.g. in Ref8%5253 and schematized in g.[4.1[la. The technique targets the
voltage uctuations at low frequencies, and not, as the method we use within this thesis,
uctuations at low o set frequencies i.e. close to the carrier, and in this sense, it is well
adapted for noise measurements on magnetic sensor devices.

In g. some results of these recent measurements, performed\byJotta Garcia
are summarized. They indicate a value o6y, y 10 *® m? in the vortex state of our
sample, see g.[4.71b. Note that in g.[4.IlbG,  is found larger in the vortex state
than in the P or AP con guration of the magnetic tunnel junction (actually, there is one
order of magnitude between AP and vortex state). These measurements will prospectively
help to classify not only the quality of the tunnel junction, but also the qualitative noise
evolution of the excited auto-oscillations.
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4.5. Summary

As an important result, we state that the system's nonlinear nature strongly governs not
only the thermal, but also the icker noise behaviour. The in uence on the statically ob-
served noise proportionalityP4.=A, which is modelled by the Hooge-formalism, is found
to be of minor signi cance at least until the larger current regime where the nonlinearity
decreases and oscillation radius, and oscillation output power py do not signi cantly
increase anymore. In the larger current regime, the phase noise follows a Hooge-like in-
crease, as we nd in the evolution of the calculated parameters and further corroborate
in chapter|g (sec| 6.4). Note however that this trend is found to be much less pronounced
in the parameters extracted from the measurements presented here (see[g.| 4.7) due to
the evolution of  expected in this range of very large applied biases. In fact, the phe-
nomenological parameter ; describes the noise level and may have contributions from
both magnetic and electronic mechanisms (as well as the microstructural quality of the
thin Ims ¥4) that might di er for amplitude and phase. A comparison with known values

in similar TMR devices usually operating at very low voltage bias is not straightforward,
because as we show here, all noise mechanisms might act in fundamentally di erent ways.
As we demonstrate, the evolution of the output powep, and the (correlated) active mag-
netic surfaceA are essential for the phase noise. For the amplitude noise, the essential
governing parameter is the damping raté, back to the limit cycle.

4.5. Summary

In this chapter, we present a phenomenological theory based on the nonlinear auto-
oscillator model in order to describe the noise properties of spin torque nano oscillators
in the low o set frequency range. We investigate how the=i icker noise, which is the
dominant noise source in the low o set frequency regime, is connected with the oscillator's
nonlinear dynamics.

In addition to the new theoretical description, we also conduct a detailled experimental
investigation performed on vortex based spin torque oscillators, and discuss the results
based on the theoretical predictions. We measure af! icker amplitude noise and its
conversion into Ef2 phase noise. Indeed, the phase noise additionally exhibits a pure
phase icker noise contribution, which is found to be dominant. As a consequence, we
hence demonstrate that the amplitude-phase-noise coupling is less important in the low
o set frequency regime compared to higher frequency o sets.

In conclusion, we nd that the icker noise in spin torque oscillators, particularly in
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STVOs but extendable to other STNOSs, is determined by the system's nonlinear param-
eters in the highly frequency tunable operation range. We also show that this conclusion
becomes less valid in the regime of very large driving force on the vortex core (i.e. large
applied current), which we will further validate on an appropriate sample in chaptelr|6.
Moreover, we combine the dynamical equations with the well established Hooge formalism
for TMR sensors, enabling us to connect the regime of low frequency noise with the noise
close to the carrier frequency, and emphasize the importance of di erent parameters on
the low o set frequency noise.
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In uence of icker noise and
nonlinearity on the shape of the
frequency spectrum of spin-torque nano
oscillators

The correlation of phase uctuations in any type of oscillator fundamentally de nes its
spectral shape. However, in nonlinear oscillators, such as spin torque nano oscillators,
the frequency spectrum can become particularly complex. This is speci cally true when
not only considering thermal but also colored 4f icker noise processes, which are cru-
cial in the context of the oscillator's long term stability. In this chapter, we address
the frequency spectrum of spin torque oscillators in the regime of large-amplitude steady
oscillations experimentally and as well theoreticall§®dl. We particularly take both ther-

mal and icker noise into account. We perform a series of measurements of the phase
noise and the spectrum on spin torque vortex oscillators, and study how the oscillation's
spectral shape depends on the measurement duration and the correlation times of the
di erent noise sources. We demonstrate how the spectral shape changes from a Lorentz
shape at short measurement durations associated to white noise correlation, to a Voigt
{ or even Gaussian { shape at longer durations with colored=f correlation. In com-
plement to these experimental results, we develop a simulation scheme including both a
basic icker noise process and thermal uctuations. Finally, we furthermore present a
theoretical model in the framework of the nonlinear auto-oscillator theory (see chgt| 4) in
which the variance functions of the phase uctuations are derived allowing to predict the
shape of the frequency spectrum of STNOs. Long term stability is important in several
of the recent applicative developments of spin torque oscillators. This study brings some
insights on how to better address this issue.
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

5.1. Simulation details and construction of noise

We perform numerical simulations of the di erential Thiele equation which describes the
dynamics of the vortex core (cf. chpt[R):

dx ax @W Xl sto(t)
a = dt @x

G + FSTT Xilgro(t) =0

X denotes the vortex core positionG the gyrovector, D the damping, W the potential

energy of the vortex,FSTT the spin-transfer force, and sto the applied current with dc
and eventually rf components. We explicitely use eqs. (2]14) and further specify the used
magnitudes in appendix B.

Our objective is to include in the simulations not only thermal but also #f icker noise.

To do so, the contribution of the thermal noise is introduced through a uctuating eld
varying the vortex core positior?®, It follows a normal distribution with a zero mean
value and a uctuation amplitude given by :

2kg TDg
0 5.1
wherekg is the Boltzmann constant, T corresponds to the temperature (set to 300 K

in our simulations), Dy is the linear (in the gyration amplitude) term of the dampingD,

R is the nano-dot radius andG is the amplitude of the gyrovectorG. The values of the
parameters used in the explicit expression of the Thiele equation to simulate the vortex
dynamics are given in the appendik B.

Figure 5.1.: Modelled 1=f icker noise PSD for the simulation, =2:5 10 *. Fluctuations
are added to the simulated dc current.
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5.1. Simulation details and construction of noise

As for the simulation of the icker noise contribution, we introduce a random variable
ri= (t) that has a 1=f* icker noise PSD as presented in g. (see append B for
a more detailed description of how this variable is constructed). This random process
variable is then added to the applied dc current y:

Isto(t)= lac+ 1 1= (t) ; (5.2)

where is a scalar factor chosen here to be®10 “ in order for the simulated amplitude
and phase noise PSD to be close to measured ones but a little higher in order to clearly
observe the e ect of Ef noise. Throughlsto, it consequently acts on the dynamics of
both amplitude and phase.

Discussion of the generating noise

The icker generating noise, which leads to the 4f power law characteristics in the
amplitude and phase noise PSDs of the STVO, exhibits itself a=l' spectral shap&sd
(see chpt.[4). Its fundamental origin is not yet well understood.

In order to gain more insight into the par-

ticular origins of the icker noise and the in-

uence of the current source characteristics,

we can compare the noise PSD of the mod-

elled generating noise with the experimental

noise PSD of the current source. In g[5]2,

we present the measured noise characteris-

tics of the used Keithley 6220 current source

on a circuit with a 50 resistance. In the

measurement circuit, the voltage-time signal Figure 5.2.: 1=f icker noise characteris-

is gathered at the oscilloscope with a loadtics of the supplying Keithley 6220 dc current
impedance of 1M . Additionally, we add a source.

3:3 F capacitance in order to high-pass Iter frequency components of 0:1Hz. The
signal is subsequently fourier-transformed in order to obtain the noise PSD. The shown
data are measured at 8 mA. Indeed, the noise PSD does not change much within the
current interval ]0; 10l mA. Above, the current source changes range and the noise PSD
might be di erent.

We see that indeed the noise PSD exhibits a1 spectral shape. Comparing the modelled
generating noise with the measured noise PSD of the current supply, we nd that the
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

magnitude of the modelled noise is much higher than the one from the measurements,
i.e. for instance at 10 Hz 155dB in the simulation compared to ~ 180dB for the
measurement. We can conclude here that indeed di erent mechanisms contribute to the
characteristic 2=f icker noise. These might be uctuations of the magnetic texture, the
impact of defects and/or inhomogeneities in the magnetic layers or the tunnel barrier, or
also external uctuations of the applied magnetic eld. Hence, even if the uctuations of
the dc current supply contribute to the =f icker noise in STNOSs, they are indeed not
its major origin. However, in the simulation we model all the di erent potential origins

of 1=f noise to be included in the dc current uctuations. As it will become clear in the
following, this approach shows excellent agreement with the experimental measurements
and thus, represents a valid approach in order to model STNO operation being subject
to 1=f icker noise.

5.2. Frequency spectrum and noise PSD in experiment &
simulation

Experiments have been performed on the same sample (typesee chpt.[B) as in the
previous chaptef 4. The presented data have been recorded with applied out-of-plane eld
of oH», =495mT and dc current of I 4. = 5:5mA. Note that the results do not depend
on the experimental conditions and are indeed valid in the broad range of parameters.

In the central panel of Fig. [5.8, we present the measured noise PSD corresponding to
amplitude (blue and cyan curves) and phase (red and orange curves) uctuations. As
elaborated in sectiorf 4, the di erent noise contributions can be directly identi ed due to
their inverse power law behavioP SD  1=f . At large o set frequenciesf & 1(° Hz, the
thermal noise is dominant and the noise signature behaves linearly with exponent= 2

for the phase (red curve in Fig.[ 5]3) and = 0 for the amplitude noise (blue curve in
Fig. [5.3). Note that this description does not apply for frequencies above the relaxation
rate frequencyf, (118 MHz here) above which the oscillator's nonlinearities strongly

a ect the noise PSD43146126€]

At low o set frequency f . 10° Hz, the noise characteristics are clearly di erent because
the icker noise becomes the dominant source of noise. As seen in [g. ]5.3, the phase
noise PSD can be tted with «,=f3 (see orange curve in g.) and the amplitude
noise with «=f* (see cyan curve in g. ). In addition to the measured PSDs, we
also present in g. four frequency spectra recorded for di erent measurement times,
i.e. Tmes=2=f = 1366 s, 4566 s, 82ms and 205s along with dierent ts on the
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5.2. Frequency spectrum and noise PSD in experiment & simulation

Figure 5.3.: Measurement of amplitude and phase nois&s and S , respectively, and of
frequency spectra corresponding to di erent measurement durations. gH, = 495mT, | =
5:5mA. The performed ts on the noise PSD show the characteristic £f -behaviour for high
(red, blue resp.) and low o set frequencies (orange, light blue resp.).

measured spectra. We nd that for short measurement times (typicallg 1 ms), the power
emission spectra can be tted with an excellent agreement by Lorentzian curves. On the
contrary, for longer measurement duration, the ts using Gaussian curves become more
accurate with an excellent agreement for:@5s. In summary, we nd a Lorentzian spectral
shape in the regime of dominant thermal noise with the phase noise PSD 1=f2,
and a Gaussian dominated shape in the regime of dominant icker phase noise with
S 1=f3. Note that in the intermediate measurement time, the spectrum is described
by a convolution of Lorentzian and Gaussian shapes, which is a Voigt curve shape, as
exempli ed for the 82 ms measurement time in g.[5.8.

(@) (b)

Figure 5.4.: Simulation results with and without icker noise. (a) Amplitude and phase noise
PSD. (b) Corresponding frequency spectra.
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

In g. we display the simulated noise PSD (g.[5.4) and the frequency spectrum
(0. obtained from the simulation of the vortex core dynamics (sed. 5.1) using an
applied dc current of 45 mA far above the critical current for auto-oscillationd . 2 mA.
We remind that in this case, the linewidth fullls 2  f, fp. In order to investigate
the impact of 1=f icker noise on the spectral shape of the STVOs, a su ciently long
simulation time scale of T, = 10ms is required. In g. [5.4, we present two cases of
simulations, one with =2:5 10 4 (i.e. including thermal and icker noise) and another
one with =0 (i.e. including only thermal noise) (see eq.[(5]2)). At large carrier o set
frequencies & 4 1°PHz in g. 5.4d] the simulated curves for the two are as expected
equivalent because the icker noise contribution is negligible in this regime. Below this
o set frequency, the two curves separate. For =0and osets <f ,' 8 10° Hz, the noise
PSD exhibits a plateau for the amplitude and a %f ? decrease for the phase. Note that in
this case, despite the increase of phase noise due to amplitude-to-phase noise conversion
associated to STNO nonlinearitie8*321481741266] the noise PSD characteristics considering
only thermal noise can be treated as that of a linear oscillator. For = 2:5 10 4 and
osets <f,' 8 1(PHz, the simulated PSDs show the same trends and characteristics
as the experimental ones presented in d. 5.3, thus validating our approach to describe
the icker noise in the vortex dynamics simulations by assuming a=f! generating noise
process in the dynamical equations.

In g. we display the corresponding frequency spectrum of the oscillation power.
For =0, the t using a Lorentzian curve (red curve) shows a perfect agreement with
the simulation. On the contrary, when the icker noise is taken into account (using

=2:5 10 4), the spectrum becomes broader and its shape changes. The best t is now
obtained using a Voigt function (green curve), that is in fact close to be a Gaussian curve.
We can thus conclude that the di erent noise sources contribute di erently to the spectral
shape of the oscillations. A direct consequence is that the spectral shape shall depend on
the actual duration of the measurement, as the icker noise contribution becomes only
signi cant at su ciently large correlation times.

In g. we plot the spectral linewidths of the contributions to the spectral composition
(Lorentz, Gauss, Voigt) provided by the Voigt ts as a function of the duration, both
for the experimental spectra (g. [5.58) and the simulated ones (g[ 5.3b). From these
curves, we observe that the Lorentz contribution to the spectral linewidth does not change
signi cantly with the recording duration, whereas the total linewidth represented by the
Voigt FWHM increases for longer measurement time, as well as the contribution from the
Gaussian shape. Note that the larger linewidth values for the simulation ( g[ 5.5b) are
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5.3. Theoretical model

(@) (b)

Figure 5.5.: Resulting t parameters from the Voigt ts for (a) the measurement and (b)
the simulation. Next to the total Voigt linewidth, the linewidth corresponding to convoluted
Lorentz and Gau shape is shown.

due to a slightly higher simulated noise than re ected in the experiments.

5.3. Theoretical model

Taking into account both thermal and icker noise processes within the framework of the
general nonlinear auto-oscillator theor#d, the noise PSD of amplitudeS and phase
noiseS can be written using the following expressions we recently described in chpt.

@[266]:

fo 1 1
= + N .
> fz+f2 4py 2 f2+f2 f 3)
2f2
S = f0+ 1 -+ Ps (5.4)

f2" ap, 22 T f2

where f, is the linear oscillation linewidth andf, is the characteristic frequency of
relaxation back to the stable oscillation powelp, after small perturbations p. The pa-
rameter = Npo=(f p) with N = d! (p)=dpthe nonlinear frequency shift coe cient is the
normalized dimensionless nonlinear frequency shift and quanti es the coupling between
phase and amplitude due to nonlinearity. The parameter , describes the generating
icker noise process acting di erently on amplitude/phasex. Its characteristic exponent

has been found =1 in chpt. g
In the following, we focus on the theoretical description of the phase noiSe , that is
the most important for describing the spectral shape of the oscillation, one of the main
objectives of this study. In eq. [(5.4), the three terms describe di erent contributions to
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

the phase noise. The linear contributions are the ones being independent pivhereas the
nonlinear ones are scaling with 2, converting amplitude S into phase noiseS . More-
over, all terms proportional to f, describe the thermal noise, and the terms proportional
to  the icker noise contribution. For simplicity, we chooseS to be expressed in terms
of the angular frequencyl =2 f and introduce the simpli ed parameters ,, and amp.
Thus, we evaluate the phase noise in its simpli ed form:

2 1o ,2 19 13

S = +
12 12 (12+12)

ph amp .
+!_3+(!g+!2)!3 ' (5:5)

The parameters ,, and ,mp can be identi ed with the experimental magnitudes:

ph = (2 )3 phexp — 2 P

- 31 2 — 2 2 — .
amp—(z)!p amp,exp—Z!p b

where ampexp @Nd phexp are the tting parameters )(m,:f3 on the nonlinear low o set
frequency icker phase noise converted from amplitude noise (last term in eq. (5.4)) and
on the linear pure phase icker noise (2nd term in[(5]4)) respective?9.
From eq. ), we can compute the variance function 2 of the oscillator's phase
uctuations[267‘268.269.270]:

2
(3 cos(t) S d : (5.6)

Assuming S S and a stationary ergodic process, which is gaussian distributed (via
the central limit theorem), the signal's autocorrelation can be approximated By

K(t) pe e °2 : (5.7)

Then applying the Wiener-Khintchine theorem, the frequency spectrum's PSD of the
signal x can be calculated through the Fourier transform of the signal's autocorrela-
tion[]][l?S 179]:
Z
S(1)=  K(t)e'dt : (5.8)

R

for a derivation of the relation see also appendiﬂ
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5.3. Theoretical model
5.3.1. Variance of phase uctuations

Following the expression of eq.[(5]6) for the computation of the uctuation's variance
calculation, we rst give the expression for the variance of the thermal noise contributions
(all terms proportional to !¢ in eq. (5.5)):

2 1 2
— — (3 cos(t))S . d
2 !
= I—I + ! t Sit! ¢) COSI(! ct) linear
- C | I - C 9 part
o tept! Carctan(ﬁ)
T I 13 o1 3 %
. . . . . . non-
. !nlg sinh(! pt) I pt sinh(! pt) Si(t(! c+ ' p))+Si(t(!c i p)) = o
! I art
+icosh( pt) Ci(t(tc+ il p) Ci(t(lc il p) 20 ptSi(t! o)+ 2 peostt o) P

e

where we insert for the linear thermal noise part; =2 !gand , =2 !, 2 3
Si(x) and Ci(x) denote the sine and cosine integral antl. is a lower frequency cutoE].

For the two icker noise terms, we calculate:

2 P
_ ph 1 t<  sin(! ct) . cos( ct _
2 1=f - 2'75 * 2 tl ¢ Ci(t! <) (1 )2 pure icker
) 2.2 # 9
amp  IN(tp+!15) 1. In(te)
* 214 * 21212 R
" P cp p
* zimﬂ isinh(! pt) [Si(lct+ il pt) Si(lct i pt)]
i ~ nonlinear
+cosh(! pt) [Ci(lct+il pt)+Ci(!ct i pt)] icker

I 3tsin(l ct) ! 2cos( ct)

I 12

Ci(! ¢t)! gt*  2Ci(! t) +

2In fact, the notation f. or ! . denotes the carrier frequency in the other chapters. Only in this chapter
it is used as a cuto frequency.
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

In all the calculation above, we have assumed a practical lower frequency cuta., which
IS necessary to circumvent the integrals' divergence &t= 0. Note that for a comparative
analysis of the timing jitter and frequency stability, the divergence is also often avoided by
adding a lIter function to eq. ( 2701 invoking di erent variance de nitions, as e.g. the
Allan, modi ed Allan, or Hadamard variancel?’, However, it is to be emphasized that in
real physical systems, our assumption will remain valid because the measurement time is
usually restricted and the bandwidth is nite. In this sense|! . re ects the measurement
duration studied in section[5.2. Moreover, the autocorrelation's delayhas to be limited,
too, since! .t < 2 . A reasonable approximation for the variance function is therefore
.t 1. Furthermore assumind . ! ,, we can approximate the above expressions. For
the thermal noise part, with the analytical expressions for the prefactors; =2 !, and
n =2 !o 2] introduced above, it yields:
2 ,1 e I pt

—— = 1o 1+ 2t

(5.9)
2 " p

This representation agrees with the one given by Tiberkevickt al. in Ref.224, where
also a detailed discussion of the temperature related e ects in STNOs can be found. As
the phase variance varies linearly only for time intervals  2=!,, the STNO's power
spectrum is thus in general non-Lorentzian. However, if the generation linewidth! is

su ciently small, i.e. 2 ! I b, the exponential factor in ) can be neglected at a
typical decoherence timg 1= !:

2 2

— Lo(L+ At —
2 2lp

This leads to a linear variance and thus, a Lorentzian power spectrum with a FWHM of:
FWHM=2 | =2 141+ ?
If the power uctuations' correlation time holds , = 2=!;, 1= ! and is therewith

much longer than the oscillator's coherence time, ed. (5.9) yields:

2 2] 42
—_— !0 t+ .pt ;
2 4 2

which is quadratic and hence leads to a Gaussian power spectrum. However, in the case
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5.3. Theoretical model

of large amplitude steady state oscillations of the STVO as investigated in this work, the

condition 2 ! I, is always ful lled. For the icker noise, we obtain in approximation:
2 2
- =5 S () ew
2 2 2 ¢
In('é=32)
Zj‘m% 22 P t2+ 232 (In(! t)+ gw) +2t% (5.10)

where we assume that  2=!, and introduce the Euler-Mascheroni constant gy
0:58.
In g. we plot the variance functions for the thermal and the icker noise contri-
butions using the experimental parameters of the STVO studied in sectipn 5.2 exhibiting
a linewidth FWHM =2 fo, (1+ ?2)=450kHz, a relaxation frequencyf, = 11:8 MHz,
and a nonlinearity parameter = 2:6. Corresponding to a standard measurement time,
the frequency cuto is set tof, = 500Hz. The tting parameters of the linear and non-
linear icker phase noise in the sample are pexp = 1:15 1¢° and amp,exp = 25 10,
respectively; values which are equivalently found in chpf.] 4.

(@) (b)

Figure 5.6.. (a) Variance functions vs. timet. The inset shows the same functions at small
times. (b) Corresponding phase noise PSD as a function of frequency o set. The curves named
"total" include both thermal and icker noise contributions.

At small times t, displayed in the inset of gure[5.6&, we clearly see that the thermal
noise contribution (black curve) is the dominant one to the variance function. As already
mentioned, 2 is nonlinear for very small times before it becomes almost linear for
increasingt. However, at even highett (& 7 s in graph[5.6&), because the icker noise
contribution starts to dominate, the total variance function becomes again nonlinear as
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5. In uence of icker noise and nonlinearity on the frequency spectrum of STNOs

the icker variance appears to be almost quadratic.

In g. 5.6b] we plot the corresponding phase noise power spectral density based on
equation (5.4). Similar to the noise PSD shown in sectidn 5.2, we again emphasize the
dominance of thermal noise at higher o set frequencies and offl icker noise at the
lower ones { . 10° Hz).

5.3.2. Theoretical frequency power spectrum

In g. we present the calculated power spectrum using the expressions derived from
the theoretical model. From the calculated variance 2 of the phase uctuations, we
can determine the power spectrum according to eqg. (p.7) arjd (5.8).

(a) (b)

Figure 5.7.: Calculated frequency spectra of the STNO signal with(a) f. = 10°Hz and (b)
¢ =1Hz.

As done for the simulations, we can now compare the theoretical spectral shape for the two
cases, i.e. only the thermal noise is considered or both thermal and icker contributions
are taken into account. For these calculations, we have used the same STVO parameters
as before and only the frequency-cutof. is changed. In g.[5.7&, we observe that for
f. = 10°Hz (g. , the spectrum is almost equivalent to the one only taking into
account the thermal noise. In this case, the spectrum exhibits a Lorentzian shape due
to its quasi-linear variance function 2. On the contrary, for f. = 1Hz (g. ,
corresponding to a longer measurement time, the two spectra clearly di er. While the
spectral shape associated to pure thermal noise is, as expected, still of Lorentzian type, the
power spectrum in the presence of icker noise is more complex. As its variance function
shown in g. is nearly quadratic, we nd a convolution of Lorentzian and Gaussian
shapes, that is a Voigt function. This result, obtained from the theoretical model, thus
reproduces excellently what we have previously shown both in the experiments and the
simulations.
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5.4. Summary

5.4. Summary

The noise characteristics of vortex based spin torque oscillators are dominated by thermal
noise at large o set frequencies and by icker noise mechanisms at lower ofies 10° Hz.

In order to analyze these results, we perform simulations of the oscillator's noise proper-
ties by including the thermal contribution and as well, more originally, the icker noise
processes existing in the vortex dynamics in STVOs. To this aim, we have used the dif-
ferential Thiele approach¥ together with a 1=f* shaped generated noise. An important
outcome of the simulations is, rstly, that the uctuations of the current source do not
dominate the STNO noise characteristics, and, secondly, that the presence of a simulated
icker noise clearly modi es the actual spectral shape of the output signal. Being almost
purely Lorentzian with only thermal noise, the spectral shape becomes rather Gaussian in
the presence of icker noise. This behavior is indeed precisely the one we observed exper-
imentally by recording power spectra using di erent measurement times. These results
are then corroborated by a theoretical model that we have developed applying the non-
linear auto-oscillator theory including not only thermal but also icker noise processes.
Doing so, we succeed to derive the complete phase uctuation's variance function and
in consequence the theoretical shape of the frequency spectrum. In complete agreement
with both experiments and simulations, we nd that because of the di erent noise type
correlation times, the STNO's spectral shape indeed dependends on the measurement
duration, being Lorentzian type on short time scales and becoming Voigt type at longer
ones. We believe that these ndings are especially important regarding the anticipated
diverse applications of STNOs, particularly if frequency stability is required on long time
scales. Moreover, because the approach used to described the in uence of thermal and
icker noise in presence of nonlinearities is not restricted to the description of STN&%,

the predictions made on the consequences to the spectral shape of the power spectra might
also be valid for any other type of nonlinear oscillators that can be found in nature.
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Beyond the gyrotropic mode: The
dynamic C-state

So far, in this thesis and beyond in the community, mainly the gyrotropic motion has
been considered in spin torque vortex oscillators (STVOSs), featuring good coherence and
power emission properties. Here, we present a thorough study of a novel dynamic lower
order mode beyond the gyrotropic vortex motion. This mode presents some particularly
interesting characteristics as it exhibits a similar coherence, the highest geometrically
possible emission power, and is triggered by the applied dc current, at only a slightly
lower frequency than the gyrotropic state.

It is characterized by the in-plane circular precession of

a C-shaped magnetization distribution, as if an imaginary

vortex core circulates outside the nanodot, sketched in g.

[6.1. Moreover, we show a transition between gyrotropic

and C-state mode which is found to be purely statistical in

a current-controllable range. Supporting our experimental Figure 6.1.: Sketch of vortex
ndings with micromagnetic simulations, we believe that €ore C-state motion in the free
h | id | ities for the d . _layer of a STVO: The vortex
the results provide novel opportunities for the ynamic aiactory is partly outside the
and stochastic control of STVOs, which could be inter-nanodisk.

esting to be implemented for example in neuromorphic

networks.

While di erent dynamic characteristics of the non-uniform vortex magnetization distribu-
tion have been studied { including speci cally higher order modes corresponding to radial
or orthoradial spin wave modes in the vortex talP21431521531 f the exploitation in STNOs

is most commonly limited to the vortex core gyrotropic (G) motior*>4, Indeed, only few
studies report physics invoking the motion of the vortex core beyond this fundamental
mode in vortex STNOs. For instance, Strachart al.”’@ report on the current-induced
switching process of a uniform magnetization direction mediated by a vortex C- and gy-
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6. Beyond the gyrotropic mode: The dynamic C-state

rotropic (G)-state. In Refs.23274] the switching of a vortex core's polarity through a
transient C-state mode is described, however, at pillar diameters df. 120 nm (depend-
ing on the material's exchange length) and an out-of-plane magnetized polariéf274275],
Under the same geometric limitations, Arandzet al.k® and Kawadaet al.® nd an
excited S-statd?™ and C-statel?’™™ of slightly 27 or signi cantly 27 increased frequency.
While Aranda et al.2™ |imit themselves to micromagnetic simulations only taking the
Slonczewski spin transfer torque into account (see ch 2), Kawadda al.2™ addition-
ally present measurements on a GMR based STVO, for which eld-like torque terms are
negligible (chpt.[2).

In this chapter, we demonstrate a dynamic C-state with slightly lower frequency than
the G-state, but likewise with d=dl > 0. We present in measurement and simulation
the stochastic transition between the two modes and show the importance of a eld-like
torque in order to trigger the C-state. The experiments are performed on tyde samples
of 300 nm dot diameter, in-plane polarized reference layer and a 7 nm NiFe free layer (see

sec.[3.1).

6.1. Measurement of the new dynamic state

In g. we show a typical measurement on thib-type sample at an applied out-of-
plane magnetic eld ofH, =520mT. A similar behavior has been continuously measured
in several di erent nanopillar STVO designs at di erent conditions. However, it is partic-
ularly present in type b and partly in type ¢ samples. In the measurements presented in
chapters[4Fb, we speci cally focussed on the dynamics of the G-state and avoided the C-
state, which indeed is in typea samples only found at speci ¢ conditions (high magnetic
elds > 600 mT).

In g. we see forlg. 2 [7;98] mA a quasi-linear evolution of the oscillation
frequency with the current. Also regarding g.[6.2b, we see that in this interval, the basic
oscillation parameters evolve as expected for the gyrotropic vortex motion (see chpt. 4):
The linewidth decreases with the current and the oscillation amplitude increases as also
the vortex core position radius on its stable limit cycle grows with 4.. In the following,

we refer to these characteristics in the mentioned interval as the gyrotropic (G) state.

For 14 2 [9:8;135] mA, we observe a transition between two distinct frequency values,
whereas the frequency at the higher current value is typically lower. The linewidth in this
regime is strongly enhanced and also the nonlinear parameteis considerably higher than

in the low-linewidth G-state. Interestingly, the average sample resistance, which usually
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6.1. Measurement of the new dynamic state

(@) (b)

Figure 6.2.: Characteristic measurement of the described G- and C-state regime. (a) Measured
frequency spectra and (b) basic extracted properties of the oscillation vs.l 4c. (b.i) Emission
power, (b.ii) linewidth FWHM, (b.iii) nonlinear parameter , and (b.iv) average sample resis-
tance Ro.

decreases monotonically with . (sec.[4.2), exhibits a plateau within the transition. We
interpret this as a potential barrier which is overcome by the electric energy in the system.

For current values above 135mA, we observe another quasi-linear frequency evolution
with the current l4. The linewidth FWHM stabilizes after the transition down to
300kHz, a similar value as obtained as well in the G-state. As it will become clear in
section[6.2, we refer to this interval asC-state". We observe that the emission power is
much higher than for the G-state oscillation (factor 3-4 in the presented measurement)
and is furthermore nearly constant with the applied dc current, except for the slowly
diverging coherence for very high current values above 17 mA. The decreasing coherence
is caused by a higher noise level in this current regime, as it will be further elaborated
below in sectiorf 6.4. In addition, the nonlinearity parameter is reduced to almost zero
and consequently, is practically irrelevant in the measured C-state regime.

The transition between the modes in g.[6.P is relatively smooth. In g.[ 6.3, we show
measurements carried out on a di erent STVO device under di erent experimental condi-
tions (same wafer, but di erent STVO). This second measurement series is shown because
a more discrete transition between the two states ( g[ 6.3a) or some stochastic switching
(0. is observed in the spectra, generally highlighting that the transition charac-
teristics can be controlled through the experimental parameters. Indeed, the measured
spectrum in the transition, shown in g. [6.3&.i, even shows two distinct frequency peaks
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6. Beyond the gyrotropic mode: The dynamic C-state

(a) (b)

Figure 6.3.: Frequency spectra vs.l 4 in di erent measurements showing a @ C-state tran-
sition. In (a.i) the frequency spectra for di erent current values in or close to the transition are
shown.

becoming more or less pronounced depending on the position in the transition regime.
In g. the transition at 14 2 [9;115]mA is also rather discrete and the system
furthermore switches between the two states when sweepihg inside the transition. The
shown characteristics indicate that the transition from G- to C-state is stochastic as it is
further elaborated in the following sections.

6.1.1. The transition regime

In order to capture the time signal in the transitory regime and to resolve also small
frequency di erences, we choose a heterodyne detection technique. That is to say, we
down-convert the oscillation signal to 5-10 MHz by frequency mixing and low-pass lter-
ing, similar to the measurements of the low o set frequency noise in chgt] 4. Note that
then, one period of the heterodyne signal roughly corresponds to50 periods of the pure
signal.

In g. we show voltage-time signals captured in the transitory regime of g[ 6]2. It
can be seen that the oscillator is mainly in the gyrotropic mode (6MHz in g. §.4]a,
corresponding to 337 MHz in g. [6.2) at the beginning of the transition regime at
9:94mA (g. b.4la). Ate.g. 85 s, the signal shows a kink, which we interpret as a
part of the oscillation in the C-state or even pinning at the disk boundary (in the sense
of the C-state as shown in g.[6.]1) for a short moment of time. For a short time in the
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6.1. Measurement of the new dynamic state

Figure 6.4.: Measured heterodyne voltage signal vs. time in the transition regime at di erent
current values, corresponding to the spectra shown in g.. The given frequencies (blue) are
average values over the corresponding marked sequence.

interval  [9:38;97] s, the system oscillates at a slightly di erent frequency: We assume
here, that the oscillator sometimes performs even several oscillation periods in the C-state
before switching back to the G-state, although in the heterodyne signal, we do not see
the exact frequency di erence between the two modes because of an averaging e ect of
this technique. In the center of the transition at 18 mA (g. §.4]b), the signal frequency

is dispersed. We interpret this as a regular switching between the states, eventually with
occurring pinning and instability at the potential barrier (the disk boundary) between the
two modes. At 128 mA (g. 6.4]c), the end of the transition, the vortex core is again only
rarely constrained at the potential barrier. For currents well above or below the transition
region, and hence for the G- or C-state, the time traces show a stable oscillation signal
without observed instabilities.

In g. 6.5a]& we show time traces recorded corresponding to the spectra in g.
[6.30. At lower currents in the transition interval of this measurement ( [8:9; 105] mA),

we observe voltage signals as shown in §. 6]5a. Here, the oscillation frequency is broader
dispersed. Characteristically, we observe kinks in the signal as e.g. at 5 or aB 5s
and marked by green arrows in g.[ 6.5a, which is interpreted as a frequent state-change
and/or pinning of the vortex core at the disk boundary. At higher currents in the transition
interval ( [10:6;125]mA), we nd voltage time traces as shown in g.[6.5pb. A stable
oscillation with a specic frequency over a long range of time ( 100 s) is observed.
Beyond this time period, the system changes its state to another frequency of4 MHz

di erence for a short duration. In this interval, the system oscillates mainly in the C-
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() (b)

Figure 6.5.: Measured heterodyne voltage signal vs. time in the transition regime at di erent
current values, corresponding to the spectra shown in g.. The given frequencies (blue)
are average values over the corresponding marked sequence.

state, but rarely changes to the G-state where it performs several periods. Pinning at the
potential barrier in this regime does not play a signi cant role and the state change is
rather discrete.

6.1.2. Dependence of the mode transition on the magnetic eld

Regarding g. [6.64, it is observed that an applied out-of-plane magnetic eléi, lowers
the energy barrier and thus facilitates the described transition between G- and C-state.
We attribute this fact to the increase of the strength of the driving spin torque force acting
on the vortex core, which is determined by the out-of-plane component of the STVO's xed
layer which grows withH- (see chap|[ ). Furthermore, the applied magnetic eld deforms
the magnetic vortex distribution (see Refi?28)), As the magnetizationz-component at the
boundary increaseB?8, the transition energy barrier is additionally lowered. Note that
the results shown in g. [6.6 are measured for a di erent sample than the ones shown
beforehand, qualitatively showing the same characteristics but with di erent values.

In g. 6.6b] we plot the frequency evolution vs. oH, and observe that the di erent
modes can also be triggered by the magnetic eld. The transition between the states
occurs for lower elds if 14 is higher, in agreement with the above interpretation of a
higher spin torque strength facilitating the transition. Note that the slopedf=dH- in the

C- is larger than in the G-state, which might be due to a changed in uence of the current
induced Oersted eld on the dynamics.
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() (b)

Figure 6.6.: (a) Evolution of the transition range between G- and C-state with the applied
magnetic eld oH-. (b) Frequency vs. gH-» at constant dc current values.

6.2. Micromagnetic simulations

In order to understand the nature of the di erent dynamic modes, we perform micromag-
netic simulations?8 of the magnetization dynamics in our samp@ The dimension of the
STVO's free layer (nanodisk diameter 300 nm, 7 nm thick NiFe free layer) is discretized
into 86 86 1 cells. A NiFe saturation magnetization of 810° A/m, exchange sti ness
Aex = 1:3 10 *J/m, and damping = 0:01 are chosen. In order to solve the LLGS
equation of magnetization dynamics (see chpt] 2), a standard Runge-Kutta 4/5 ODE
solver has been used.

Simulation results are shown in g.[6.F and nicely reproduce the frequency characteristics
of the measurements as described in s¢c.]6.1: Up to a currentg@f 13 mA, we observe
the gyrotropic mode in g. [6.74, i.e. the quasi-circular motion of the vortex core takes
place inside the nanodisk as depicted in d. 6.7a's inset. Note that the vortex gyration is
not symmetric relative to the disk center due to the eld-like torque.

For 14 & 13mA, we observe a transition to the C-state which stabilizes for higher dc
currents. At this point, the introduced expression'C-state" also becomes clear: The sim-
ulations reveal that at higher currentsl 4. & 17 mA, the vortex core is not continuously
found to be inside the con ned nanodisk. Instead, it establishes that for a part of the
oscillation period, the vortex core is inside and for the other part, it is imaginarily outside
of the disk, i.e. the in-plane magnetization forms &€ which precesses following an imagi-
nary vortex core. The situation is depicted in g.[6.7&'s inset and furthermore, the lower

1The simulations are performed in close collaboration withPhilippe Talatchian
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() (b)

(€)

Figure 6.7.: Micromagnetic simulation of the magnetization dynamics revealing the nature
of gyrotropic (G) and C-state and their transition. (a) Frequency evolutian and radius of the

vortex core trajectory with applied dc current. (b) Planar magnetization m2 + m§ vs. time

at di erent current values. (c) Magnetization distribution in the nanodisk at di erent times
ti <tij+1, 1 2 N, within one period of the C-state at | 4o = 18:6 mA. Simulations are conducted
with a eld-like torque e ciency of ¢ =0:4atT =300K (a-b) andat T =0K (c).

graph[6.7a clearly proves the vortex core oscillation radius partly inside, partly outside
the nanodisk of radiusR. For clarity, the described C-state characteristics is shown in
g. 6.7c|through the magnetization distribution and the vortex core position within one
C-state oscillation period atT = 0K: Between t; and ts, the vortex core is imaginarily
outside the disk.

In the transition between the two states, di erent situations can occur: Firstly, the sys-
tem incoherently switches between both states, performing several periods in the G-state
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6.2. Micromagnetic simulations

and several periods in the C-state, as also observed experimentally in the voltage-time
signal. Secondly, the vortex core pins at the disk boundary for a certain period of time,
hence stopping oscillator operation until it resumes dynamics. In g b, exactly this
behavior can be observed through the planar magnetization componentﬁzx+—m§: At

l4c = 9:86 MA, the system steadily oscillates in the G-state. Note that oscillations in the
planar magnetization contribution can be observed because of the asymmetric gyrotropic
motion (not centered) induced by the eld-like torque, which is particularly present in
the simulation: It leads to di erent out-of-plane magnetization values over one period
and thus a non-conservation of the norm of the planar magnetization, which consequently
varies with time representing the vortex core motion. Atl 4. = 12:24 mA, we observe a
stochastic switching between the states: For example, from8k t< 0:72 s, the system

is in the C-state. It has a lower frequency and the planar magnetization, due to the lack
of the vortex core, is slightly enhanced. From:Q<t< 0:2 s, it can be observed that the
vortex core pins at the disk boundary resulting in a quasi-constant planar magnetization
until it readopts oscillations. In the measurements, the switching between the two states
translates into a broadening of the e ective linewidth. Note that there, the likelihood of
vortex core pinning at the boundary and thus, the range of the transition depends on sev-
eral experimental parameters, such as the applied magnetic eld, sample dimensionality,
free layer material, etc. resulting in the di erent characteristics of the transition regime
as presented for the measurements in sectipn6.1 above.

At lg = 17:18mA in g. the system stably oscillates in the C-state providing
coherent oscillations, although the vortex core pins at the boundary at some very short
moments from time to time. The number of pinning events decreases at even higher
currents.

In g. 6.8] we show the transition between the
G- and C-state when performing the simula-
tion without thermal noise at T = OK. Here,
when slightly increasing the current to the crit-
ical transition current at 24 ns, the transi-
tion between G- and C-state oscillations is dis-
crete and both situations exhibit stable oscil-

lations. This result indicates that an unstable
h- Figure 6.8.: Micromagnetic simulation of

o o7 the discrete G- to C-state transition with

tions. noise.

transition region and stochastic state switc
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6. Beyond the gyrotropic mode: The dynamic C-state

Moreover, the reduced frequency in the C-state can be observed in [g. ]6.8 as well as an
asymmetry within one period: When the vortex is expulsed (high mean planar magne-
tization) for approximately half a period, the frequency is slightly reduced compared to
the other half-period when the vortex core is located inside the nanodisk.

If the eld-like torque is set to zero, the vor-

tex motion does not exhibit an asymmetric

component any more. The situation is shown

in g. 6.9]for T = OK: In a small range at

lower currents I4c 2 [9:9;102] mA, above

the current threshold for auto-oscillations, the

gyrotropic motion is observed until atl 4

13:2 mA, the vortex core is expulsed. The free

layer is then quasi uniformly magnetized be-

tweenlyge 102mAandlyg 14 mA without

considerable dynamics. Atlq. 14mA, the Figure 6.9.: Micromagnetic simulation
without eld-like torque and thermal noise:

C-state oscillations start, as shown in g[6.8. Frequency evolution and magnetic states as
Note that here, if T 6 0K in the presence a function of the applied current | 4.

of thermal noise, the transition between the

G- and the C-state would be more continuous with a smaller range without oscillations.
However, the C-state in g. [6.9 has a signi cantly increased frequency of 900 MHz
compared to the G-state and can be seen agare C-state where no renucleation of the
vortex core inside the nanodisk takes place. This observation is in agreement with nd-
ings in Refl2™™ where similar measurements were conducted in GMR-based STVOs (i.e.
negligible eld-like torque) and a highly frequency increased C-state dynamic mode in
the GHz range has been observed. The results highlight the role of the eld-like torque,
present in TMR based STVOs, to induce vortex C-state dynamics beyond the typical
gyrotropic motion.

In summary, the micromagnetic simulation results are in very good agreement to the
measurements and help identifying and classifying the di erent states and moreover the
mechanisms and important parameters.

6.3. Response of the states to an external signal

In order to investigate the di erent mode's capabilities to lock to an external signal, we
inject an external rf current with frequency around 2. into the STVO. The locking to
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6.4. Noise properties

an external signal and its control are of high interest for STNOs: First, the rf emission
characteristics can be strongly improved and the phase noise redu€édand second, the
synchronization mechanism is crucial for neuromorphic operations with STN&%28,

(@) (b) (©)

Figure 6.10.: Response of the di erent dynamic states to an external rf signal at frequency
around 2f.. (a) Frequency spectra of the measured sample with transition between G- and
C-state. (b) Frequency response to the external signal at4c = 9mA and Py = 9dBm. (¢)

E ective nonlinear parameter and range of frequency locking.

In g. we show the characteristics of the phase locking measurements. The transition
between the G- and C-state takes place around 10 mA, as can be seen in[ g. §.10a. In g.
[6.100, a typical measurement for the phase locking of the vortex core dynamics is presented
showing the frequency spectra as a function of the injected external rf frequency: A locking
of the STVO to the external frequency between 595 and 599 MHz is observed. In
section| 2.6, we describe a dependence of the locking range vﬁm (see eq.[(2.37)),
and indeed, g.[6.10¢ con rms this dependance: It plots the measured nonlinearity factor

with similar dependence close to the transition as described in sectipn]6.1, and the
simultaneously measured locking range. Noteworthy, the locking range increases with the
e ective nonlinearity in the transition regime and interestingly drops to almost O in the
C-state regime abovey. 12 mA. In other words, the ability to lock to an external source
can be controlled through the di erent dynamic states in the vortex based STNO. This
behavior might be related to a di erent Oersted eld induced con nement force (see chpt.
[2) in the C-state.

6.4. Noise properties

In the previous chapterd # &b, the properties off icker noise in a STVO have been
extensively studied in the gyrotropic regime. In chaptdr]4, we especially describe the icker
noise dependence on the active magnetic volume of the oscillation. Because the dynamic
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6. Beyond the gyrotropic mode: The dynamic C-state

in-plane magnetization in the free layer determines the emitted signal through the TMR
e ect, the C-state represents an interesting case in terms of icker noise. Following the
interpretation of the dynamic C-state from above, almost the entire device area contributes
to the emitted signal in this mode. Additionally, the active area does not change with
l4c (@s seen in the power evolution, g[ 6.2b), which we interpret again with the missing
nonlinearity through the Oersted eld induced con nement force. For constant active
magnetic volume, we predict in chapteﬂ4 or Relf8l the increase of the #f icker noise
power spectral density (PSD) with the applied current, following the Hooge formula, eq.

@3):s 1

(@) (b)

Figure 6.11.: (a) Phase noise curve at 17 mA with tted icker noise part. (b) Flicker noise
level vs. dc current in the C-state regime corresponding to g.@.

In g. performed noise measurements corresponding to the measured spectra of g.
[6.7 are depicted. We show in g[ 6.11a a typical phase noise measurement in the C-state
regime, together with the performed e,=f% tin the low o set frequency regime which
determines the icker noise level through the tting parameter ¢, (See chpt.Bl).

The evolution of the C-state icker noise level with the current is plotted in g. [6.1Th.
Similar to the gyrotropic case, a range ( [13;15]mA) where the icker noise settles is
observed. We assume that a stable C-state is reached atL5 mA. Indeed, we observe a no-
table increase of icker phase noise for an applied dc currefit 15 mA. By performing a lin-
ear tto this increase (see g.[6.11b), we nd a curve slope of (1:6 0:1)dBc/(Hz mA).
This value is close to the expected value of 2 predicted by formu(a (¢.3) (note the logarith-
mic scale). To conclude, we nd the icker noise increasing for higher applied currents,
exactly as it is predicted in chaptef # for constant precession volumes. The fact that we
do not nd an increase with slope of 2 but slightly lower can be explained by the complex
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current dependence of 4 which is also discussed in chpf.] 4.

Random telegraph noise in the transition regime

For the spectra shown in g.[6.3b, we presented time traces in the transition regime in
g. 6.5]and observed stochastic switching between the discrete states.

By analyzing the phase noise in the transition regime (g[ 6.12a), we do not observe the
typical noise PSD consisting of only thermal and icker contributions any more. Instead,
we nd an additional Random Telegraph Noise (RTN) process which is added to the PSD.
This contribution arises from uctuations between two states and re ects the described

situation displayed in g. 6.58.

(a) (b)

Figure 6.12.. (a) Noise PSD with RTN t on the phase noise data at 11:8 mA, and (b) RTN
parameters of the phase noise ts.

As demonstrated in g.[6.12&, we perform ts on the phase noise data according to:

So
S =10 | — +
T @ (=1
Here, =f  with 3 re ects the icker noise at low o set frequencies. The second term

describes the RTN contribution with Sy the RTN amplitude and f 3 the characteristic RTN
frequency, both chosen as tting parameters. In g[ 6.12b, the obtained RTN parameters
in the transition regime as a function of the applied current are shown. The characteristic
frequencyf g reveals that the stochastic state switching events occur on a kHz scale. It
rstly decreases withl 4 for 4. 10:5mA and subsequently increases again in the range
[10:6; 125] mA until the one-state oscillation becomes stable fdr & 125mA. In other
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words, the mean switching rate between the two states and hence their relative probability
can be controlled by the applied current.

6.5. Summary

In this chapter, we report and thoroughly characterize { in experiment and simulation {
a new dynamic state, which goes beyond the well-known gyrotropic motion but exhibits
similar frequency and linewidth. It is found that this new dynamic C-state strongly
relies on the eld-like torque contribution in the system. In this sense, the transition
from G- to C-state could possibly serve as a method to estimate the STVO's eld-like
torque, which is usually hard to determine from an experimental point of view. The C-
state's oscillation output power is enhanced due to a larger active planar magnetization
compared to the G-state. Interestingly, its nonlinearity, characterized by the parameter,

is reduced to almost zero, strongly limiting its capabilities to phase lock with an external
signal. Together with the constant oscillation volume, we exploit this feature in order to
con rm a Hooge-like icker noise characteristicsS | 2. for higher applied currents in
this regime, as predicted in chaptefr|4.

However, the transition between gyrotropic and C-state shows an enhanced e ective non-
linearity together with largely enhanced capabilities for the phase locking to external
stimuli. Interesting from an applicational point of view is especially the close vicinity of
regimes with very high and almost zero locking ability, allowing a delicate system control
by just changing the operational dc current through the STVO.

Furthermore, we show the transition between G- and C-state to exhibit noise-induced
stochastic switching characteristics, which can be equally controlled by the applied cur-
rent. We believe that this stochastic feature might be exploited for cognitive computing,
for which STNOs have recently been implemented in numerous ways. Besides oscillations,
stochasticity is an important feature for energy e cient neuromorphic operations, which
is commonly provided by superparamagnetic tunnel junctiod&”278, The combination of
both, oscillations and stochasticity in one unique spintronic device can open the path to
more multifunctional neuron-like building blocks necessary for neuromorphic computing.
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Stabilization of phase noise by a phase
locked loop

In the last chapters, the noise in spin torque nano oscillators (STNOs) was mainly in the
focus. It has become clear that it is the major drawback in order to exploit STNOs in
real practical applications, especially in the eld offf communications. In this chapter,
we present the integration of a STNO into a phase locked loop (PLL) system, which al-
lows us to substantially reduce the oscillator's phase noise. This approach recently gained
attention among several groups as well in theoK?#279 and in terms of a practical realiza-
tion [198/20012011202.203.205.280] |t represents an important step towards STNO applicability
and system integration, notably since PLL systems, usually together with a V@Qare
widely used in microelectronics and rf communications for various rf applications, such
as clock recovery, frequency (de-)modulation, stable frequency generation, or frequency
synthesis, etcl28/282],

Our PLL was developed within a cooperation withM. Krei ig et al. from the Technical
University Dresden (TUDf] in the framework of the EU FP7 project MOSAIC No. ICT-
FP7-8.317950. In comparison to other works, the PLL design is completely on-chip and
based only on custom integrated circuits providing a highly recon gurable and compact
system. Thanks to a specially designed programmable ampli&®l and a wide range
frequency dividef?®4 with high sensitivity, the PLL can be operated in a frequency range
of 0:2-10 GHz and is therewith applicable to di erent kinds of STNOs (i.e. vortex based or
uniform STNOSs) as it will be demonstrated below. In the following, we present the basic
principle of a PLL and refer to Refsl?922031283282] for fyrther technical details. We show
the PLL performance on STVOs (see Réf%), and on uniform STNOs. Furthermore,
we develop a theoretical modelling for classifying the PLL performance on a nonlinear
oscillator, and give an outlook of ongoing work and future perspectives.

I"Voltage controlled oscillator"
2Chair for Circuit Design and Network Theory, Technische Universitat Dresden, 01062 Dresden, Ger-
many
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7.1. The PLL system

As seen in the previous chapters, phase noise is the main noise contribution of an STNO
and thus, integrating the latter into a Phase Locked Loop (PLL) is a way to stabilize the
oscillator's phase and frequency stability.

(a) (b)

Figure 7.1.. Basic concept of a PLL: Stabilization of the STNO by locking the phase of the
divided oscillator signal to a xed reference (b) . (a2) depicts the feedback loop to achieve that:
The phase di erence between divider output and reference signal is detected by a phase frequency
detector (PFD); the Loop lter outputs a proportional DC correction current ! oscillator tuning
through d=dl ! Phase noise improvement within PLL bandwidth.

The basic concept of the PLL is depicted in g] 7J1. The device's output signal frequency
is divided by the divider ratio N and subsequently compared with an external reference
of frequency close tdf fosc=N. A phase frequency detector evaluates the phase
di erence between these two signals whereafter the loop lter outputs a DC correction
current proportional to that phase di erence. The oscillator is tuned through itsdf=dlI
and the phase noise improved within the PLL operation bandwidth.

As df=dl is an important parameter, it is

especially important that the investigated

STNO has ad=dl which is constant over

the largest possible frequency range. This

allows the PLL to push the oscillator to one

certain frequency and stabilize it.

The developed integrated circuit design is

shown in g. [7.2. Since in its conception,

it is highly recon gurable and exible and

exhibits less power loss and noise in a com-

pact system, it represents the rst step for Figure 7.2.: The PLL-chip with its compo-
further system developments. The PLL sys-nents, developped by M. Kreissig, TUD.
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tem is the rst with an integrated design adapted to STNOs.

Indeed, the challenge in the circuit development lies in the adaptation of the well known
and commonly applied PLL conceff{to the speci cations of STNOs. This particularly in-
cludes the requirement for a large PLL bandwidth, which mainly determines the ability to
signi cantly reduce the noise characteristics and phase di usion in the corresponding os-
cillator. Usually, PLL bandwidths in commercial rf applications range between a few kHz
and a few 100kHz. However, due to the large noise in STNOs, bandwidths in the range
of a few MHz (vortex STNOSs), or even higher (uniform STNOs) are desirable, although
higher bandwidths often lead to detrimental spurious characteristics. The developed PLL
system presented and exploited in this work exhibits a bandwidth of 2:5MHz. Fur-
thermore, it is highly dynamic and can, with its high range of operation frequencies of
0:2-10 GHz, be operated with di erent sorts of STNOs, namely in particular vortex based
(STVOs) and as well uniform STNOs.

7.2. Experimental phase stabilization of STVOs

The measurement data presented in the follow-

ing were performed onb-type NiFe free layer

STVOs of 300nm circular diameter (see sec.

B.1). The PLL feedback current was directly

injected into the STVO, which showed a tun-

ability of usually df=dl 10MHz/mA, as can

be seenin g.[7.3.

In gure the main achievement of this study

is shown. By exploiting the PLL feedback on

the sample, we could increase the radiofrequency

amplitude by 25dB up to 19 dBm/MHz and Figure 7.3.: Measured power spectra_ of a
decrease the FWHM from 1MHz down to < tgup,fO?_ pls;]\goe\llj' iﬁiurzrirgSIr‘:flr.App“ed

1 Hz, nominally our resolution limit (g. ¥.4d).

The phase noise could be reduced by more than 50dB at a 10 kHz o set from the carrier
frequency ( g. [7.4B), a drastic improvement of the oscillator's noise characteristics.

The PLL operation bandwidth ! ., determines the phase noise level. For our system it
is around 25 MHz and basically given by the circuitry's operational speed. In g[ 7|4, we
delineate the PLL bandwidth, in which the phase deviations are detected and stabilized.

3 rst development already in the 1930528
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(a) (b)

Figure 7.4.: Results of the STVO within the PLL circuit; comparison with and without PLL.
(a) Spectrum. (b) Phase noise. A signi cant improvement of the rf properties is achieved.

The feedback response corrects the phase periodically and "kicks" at a certain operation
speed, corresponding to ! p .

This mechanism can also be observed in
g. where we show the phase deviation
from the mean frequency with applied PLL
(red, blue) at di erent conditions and with-
out PLL (black). As well from the phase
deviation, the clear coherence improvement
with activated PLL becomes clear and the
red curve shows the same stabilized phase
behaviour for at least 500 s (total measure-
ment time, not shown in g. ), i.e. no Figure 7.5.: Phase deviation from the mean
2 phase slips as observed for the blue curv@"ase With and without PLL. - oH» =455mT
. black, red), 310 mT (blue).

are found. From the data shown in g.[7.5,
we moreover calculate the standard devia-
tion for the 3 cases shown, whereby for the blue curve, occurring phase slips (as the
one shown at 7:4 s) are not taken into account. To classify, our obtained value of

= 0:25rad for the red curve is in good agreement to values measured by other groups,
which lie between =0:237radand = 0:923rad?92205280 Note that a normalization
to the PLL targeted frequency gives the timing jitter, which is found between, = 5:82 ps
and = 20ps in Refsl201205280 for 4 STNO in a commercial PLL setup, and in our case
yields = 117 ps. For comparison, in commercially available PLL systems with inte-
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grated VCOs, the timing jitter is e.g. < 200fs atf, 4GHz[] The phase noise
shows values of 80; 110; 135ydBc/Hz at f10%10°;1(PgHz with  1=f3 shape in
the free-running state, and 110dBc/Hz 8f, < 1(PHz in the PLL locked staté. For

the unlocked, free running STNO, the deviation to the mean phase is large and can, with
values between 100 rad, vary even signi cantly more than shown in g.[7.5.

However, if the coupling force of the PLL and therewith its bandwidth is not su cient

to suppress phase uctuations reliably and notably before the phase di erence exceeds a
certain valug?}, the oscillation shows phase jumps by 2 as seen for the blue curve in g.
[7.5. These phase slips destabilize the system on the typical time scale of their occurence,
representing a di usive noise process for correlations above this characteristic time, i.e.
below the corresponding frequency (see §. 7J6a).

(@) (b)

Figure 7.6.: Radiofrequency output characteristics of the combined system STVO + PLL for
di erent parameter sets. (a) Phase noise PSD. (b) Frequency power spectra. Same colors in (a)
and (b) match.

In particular, the described phase slip mechanism implies { along with an adequatly
high PLL coupling strength and bandwidth { the need for a su cient stability of the

free running STNO on the timescale of the PLL bandwidth. In g.[7.6R, the described

di usive phase slip mechanism can be observed on the phase noise PSDs. For instance,
the blue colored curves mainly show, depending on their parameters, again=f 2 phase
noise slope for o sets beloW, < 10°Hz associated to phase jumps. In the gure inset,
we give the employed PLL parameters and furthermore calculate the relative coupling
strength of the corresponding parameter set CP=N, with CP the charge pump of the

4see e.g. theAnalog Devices HMC834LP6GE fractional-N PLL with integrated PLL 286l
Smainly de ned by the frequency divider, where counting errors are raised at high phase uctuations,
as elaborated in Refl20l
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7. Stabilization of phase noise by a phase locked loop

PLL feedback. It can clearly be seen that the locking and desynchronization of the STNO
inside the PLL strongly depends on the PLL control. On the group of blue curves in g.
[7.68, we see an e cient reduction of the phase noise in a frequency range between the PLL
bandwidth ! p . and the characteristic frequency of the phase slips (the corner between
the 1=f° and 1=f 2 curve shape) for higher coupling. The two curves for = 0:153 and

= 0:152 only slightly dier in  [f], but illustrate also the importance of the noise level
above !p|; on the probability of occurring phase jumps: Both curves have a similar
shape but the = 0:153 curve has a slightly higher noise level (due to the aimed frequency
(shift), which di ers) leading to a much higher probability of occurring phase slips. This
fact becomes even signi cantly more clear when comparing the blue grouped and the red
grouped curves in g.[7.6&: As the noise level above! p . is much lower for the red
grouped curves, they do not even show the characteristicf> phase di usion curve but
are instead nicely locked to the PLL in the regarded frequency range below p, .
Another observation is the evidence that for higher coupling, rstly, the noise is more
e ciently reduced. Secondly, we detect a higher PLL bandwidth ! 5, and furthermore
spot a noise bump at !p, as already recognized in g.[ 7]4. The more detailed
dependence of the system characteristics on its parameters is presented in the following
sectiond 7.4 and_715.
As a last point, it is noted that the PLL adds additional tuning parameters to the oscillator
control: Along with the typical STNO control parameters currentl 4. and magnetic eld
H, the PLL adds the reference frequency and the divider ratitd. Fig. shows
di erent central frequencies obtained by only changing adequate PLL parameters.

7.3. Measurements on uniformly magnetized STNOs

In close cooperation with the group ofU. Ebels from CEA Spintec in Grenoble, and
utilizing the exact same PLL package as used for STVOs and presented above, we also
performed PLL measurements on uniform STN@stypically exhibiting frequencies in the
GHz range, namely 4:8 GHz here. Because the oscillation volume of uniform STNOs is
much smaller than for STVOs, their uctuation causing thermal energy is higher relative

to the oscillator energy, and, as a consequence, uniform STNOs are usually less coherent
and reliable than STVOs.

6But they di er in the frequency shift between the free running frequency and the targeted frequency
of the PLL, further discussed in section@.

’In-plane magnetized STNO TMR junctions of IrMn/CoFeB/Ru/CoFeB/MgO/CoFe/CoFeB stack com-
position. For more details on the sample, see e.g. Ref§1/4184]
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(@) (b)

Figure 7.7.. Measurement results of a uniform STNO in the PLL circuit. (a) Noise spectral
density for di erent parameters. (b) PLL operation rf signals.

In g. we show the sample's noise and rf characteristics upon PLL operation. In
terms of phase noise reduction, we achieve a reduction of12dB at 1 Hz at a PLL
bandwidth of 2MHz. Again, as already elaborated in the previous section and further
investigated in the following paragraphs, we obtain a more e cient phase noise reduction
for higher coupling = CP =N and furthermore the same underdamped noise overshoot
at the bandwidth.

Because of the large noise level in these type of STNOSs, the PLL can so far only partly lock
them until phase slip dynamics establishes below 550kHz. In g. [7.70, the operation rf
signals in the PLL are shown: The reference signal (green curve), the STNO signal (blue),
and the output of the frequency divider (yellow). At 1:65 s, we detect an instability in
the STNO signal which necessarily leads to an error in the divider output. This oscillation
instability of likewise di usive character adds to the previously discussed phase slips. In
order to reduce it, we account for another critical setting which is the tuning direction of
the correction current: A downward correction might approach the critical current, and
therefore lead to short oscillation stops as seen in ¢. 7.J7b.

7.4. Theoretical treatment

From a theoretical point of view, the STNO noise properties in a PLL can be studied
within the framework developed in secti02, similarly done in R&E1, enabling us a
full insight into the parameter space of PLL operation upon a nonlinear oscillator. In this
sense, the uctuation equations describe a 22 system which can easily be identi ed from
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7. Stabilization of phase noise by a phase locked loop

the Jacobian matrix elements of eq.[(2.41): Here, we assume the PLL signal noise-free,
lLe. 2= o = 0, the nonlinear damping rate p; larger than the coupling jay,

e. 2 1 1 180 1, and moreover, the external signal linear, i.eN, = 0. The
eigenvalues of the system matriA can then be determined to:

P —
12= p(l+u) 1 1 4 ;

with
~ a
U= —22cos(” + e
2 p
= gt oS+ e SEsin( pt e
2 p(1+ u)? Y 2pg P a

The parameters are de ned in sectiof 2.6.2; considering only one STNO, we omit the
magnitudes' indices (thus, the index is always 1 regarding sefc. 2]6.2) under action of a
noise free external signahye ° .

With the approach developed in sed. 2.6.2, the PSD of the phase di erence subsequently
computes to:

S o(1)y= -2 7.1
M= e g (7.1)
with == =(2 ) andv = !=(2 ;) normalized magnitudes. The value o describes the

amplitude of the gaussian noise random processes € P 2D,, in the notation of section
2.5). Note that the result (7.3) is rather general and indeed valid for any external source
applied to the STNO.

However, for a PLL, the external signal corresponds to a modulation feedback dc current.
It acts only on the STNO amplitude and hence the coupling strength can be settg 6 0
and ~ = 0. Furthermore, the PLL divider ratio n = 1=N has to be taken into accour@,
which leads to the following substitutions:

= ext=N ) eqr» N eq: o n ; oyt Pext=N
) u; nu; ;n

The bandwidth of the locking mechanism is of particular interest and has been studied

8From now on, we will rather usen instead of 1=N to not confound with the equally designated nonlinear
frequency shift parameterN, in the following used in the latter sense.
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7.4. Theoretical treatment

in section[2.6.1 for an external signal acting also directly on the phase of the oscillator.
For a PLL, the phase is stabilized through the nonlinear amplitude-phase-coupling and
the PLL bandwidth is in consequence calculated through eqg. (2|34):

N pa a; a;
| o = PPO-pn 0= g2 . (7.2)
Wl e, 2 m

If the PLL correction current acts directly on the oscillator, i.e. the current is send
through the oscillator, and not via an indirect mechanism as a PLL controlled magnetic
correction eld, the coupling term is roughly proportional to:

o d(l)
Po dl

I PLL
ldc
Interestingly, the PLL bandwidth scales with the nonlinearity factor which consequently
favors an e ective phase locking through the PLL.

In g. 7.8] we show the evaluated
phase noise PSD, eq[ (7.1), for dif-
ferent ratios of coupling amplitude
and divider rate n n, We
set the parametersf, = 10 MHz,
=10 and FWHM= 450 kHz xed.
A perfect agreement of the theoreti-
cal curves' shape and the performed
measurements presented in the pre-
vious sections is obtained. From eq.
(7.3), the limit values in the graph

[7.8 can be determined: Figure 7.8.: Phase noise PSD for dierent PLL cou-
pling parameters and divider ratios n. The black curve
2 .
|I|i{n S 2(1)= I_(; represents the free-running STNO.
IIiImOS ()= 5 — of ) ' >
. _2_31?)0 2~poCoS(” + gt p SIN(pt g
TR NN (¢ S B 73
Coan’Er 0 Mg, 12 (7:3)
4pg ’

As seen from the limes and represented in g[ 7.8, the phase noise PSD curve of the
PLL-corrected signal joins that of a free running oscillator (black curve) in the high
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7. Stabilization of phase noise by a phase locked loop

frequency limit. In the lower frequency limit,S - is independent off and thus adopts a
constant value. Its level is determined by the PLL bandwidth ! gy . Through ! gw,

the parametersn and , can lower the noise plateau for increasing values, the dependence
on is more complicated and further discussed in se¢. [7.6. Moreover, the frequency
detuning ! increases the plateau for higher frequency mismatch. At! = gy,

the detuning reaches its maximum in the synchronization bandwidth and the phase noise
diverges. However, note that in the treated picture, time correlated uctuations, such as
icker noise, are not yet taken into accourfll In the performed experiments presented
before in section$ 712 & 7|3, the low frequency limit has not yet been of higher interest as
desynchronization events due to phase slip dynamics are mainly found to be the dominant
limitation of the PLL-STNO stabilization (see previous sections). Furthermore, we claim
that as well icker noise should be suppressed in our PLL realization which is a 2nd order
type Il PLL %I (j.e. it has an integrator control) and the suppression of icker noise for
PLL systems of order> 1 is derived byDemir [258],

The noise PSD representation, eq.l), can also be interpreted as a Iter with transfer
function H(f), correlated with the PSD through: Sy (f) = jH(f )jZSX (f), with X the
input and Y the output signal (here, this is the thermal white noise process and the phase
noise respectively). The numerator in[(7]1) yields a cutting frequency of

p
Pewt =2 p 1+ 2

which arises from the inverse rst order lowpass lter of the numerator in eq.[(7]1).
For large nonlinear parameters > 1, it can be written in terms of the real frequency
few T p, similarly described in chaptef 4 and also plotted in g 7.8.

The denominator represents a low pass lIter of 2nd ord& with a natural frequency
o =2 p(1+ nu)pn_ and quality factor Q = PA-. For frequencies higher than o,
the system decreases by=t*. Subsequently determining the Iter frequency taking the
damping D = 1=(2Q) into account gives:
r
lg= !opm=2 o(1+nu) n

; (7.4)

NI =

9For the case of a quasilinear oscillator, the PLL performance for thermal and as well icker noise has
been studied in e.g. Ref?%8! based on a transfer function approach.
10PT% system, parameters can be identied through the amplitude representation jH (i! )j

2
1= 1 (‘= O)2 +(2D !'= O)2. Damping D, quality factor Q = 1=(2D) and natural, undamped

frequency! o are the Iter parameters 288,
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7.5. Phase slip dynamics

and allows evaluating the lter stability, similar to a standard harmonic oscillator. For
valuesn < 1=2, the lter is overdamped and strictly decreases with frequency. For
n > 1=2, the lter is underdamped and peaks at! 4, also represented in g. for
highern values. Comparing the maximum lter value at! 4 with the low frequency limit
(7-3), the amplitude of the overshoot peak is expressed as:

4(n )?
4n 1

S(1 g) = s(1 ! 0)

Thus, the overshoot becomes more pronounced at higtrer, as also found experimentally

(sec.[7.2 &7.B) and theoretically shown in g 7]8.

7.5. Phase slip dynamics

As seen in the previous sectiofis 7.2 ahd [7.3, phase slips [&=n are the major drawbacks
in terms of STNO performance in general and of STNO performance within a PLL system
in particular. In the following, we study the physics of these phase jumps similar to a
Brownian motion in a potential eld V( )2872892%0 Shown in section§ 7]2 and 7.3, phase
slips are occurring rather at longer time scales, i.e. larger than the power relaxation rate
1= ,. Under this assumption, the power uctuation derivative — in the coupled egs.
H is small compared to the term proportional to ,, and can be expressed as
(t; ). Inserting this into the stochastic di erential equation for the dephasing (eq.
(2.34) formulated for and with noise), one obtains:

= | p@20COS(p+ N )+ axpsin( +n )+ lohn J{z 00 : (7.5)

o 1+ Z2hj

The term under the curly bracket renormalizes the noise terms. The equation corresponds
to the stochastic Adler equation, typical for any sort of synchronization problefd. Note
that in general, the periodic terms in ) can also be renormalizE&1. The dephasing
dynamics can be described as a Brownian motion in a potential eld

V()= ! Efosin( o+ N ) %cos( +n ) (7.6)

neglecting higher order terms and adding a uctuation process
21t is referred to Refs.2082091 where this type of stochastic di erential equation, mentioned already for
the unperturbed case in sec[ 2.6]1, has extensively been studied.
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7. Stabilization of phase noise by a phase locked loop

with diusion D =(1+ ?) 3=2=(1+ ?)D, (see sectiof 2J5). Local minima o¥ are
found at = ¢;+2 k=n, k2 Z. The phase slips are induced by thermal uctuations
and described by jumps between the minima iN .

Their drift is determined by ! with favored
drift direction set by the sign of !. The dy-
namics is depicted in g.[7.9 and can be de ned
through the e ective drift ve and di usion con-
stant D [289290:

= lim w; De = lim h 2(t)i h (t)i2

t11 t th 2t

. . (7.7)
Figure 7.9.: Representation of the syn-

chronization phase slip dynamics in the
periodic potential V( ). Here, !< 0de-
termines a preferred direction of the slips.
With P( ;t ) the probability density of the de-
phasing value at time t, the uctuation dynamics can be described within the Fokker-

Planck formalism/8179]:

@P

@_ @ :
@2’

@t [VOP]

with V%= dV=d . Subsequently, the continuity equation is described by:
@ Q@p
= ;t = — ;t
o)™ g Ut
with the probability current
je(t)= VP D@=@ : (7.8)

For Pgy the stationary probability, jp is constant and equals the driftve. It is in a limit
value examination:

( vet)?

Z
IimP(;t)=P € 4Det X
o (;t) ol )pm

with Z a normalization constant. The solution for the probability densityP, is 2=n
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periodic and can be evaluated solving eq| (7.8):

0, 1 7

) _ _ ve ef V(9 v()
Po( )= @ jped Mevo= S et
1

3""

do : (7.9)

| {z }
=1 ()

We introduce here the normalized frequency mismatch = 2 !=(nD) and de ne the
integral | ( ) withindex denoting the equivalent integration variables [ ! +2 =n],
corresponding to a"-" sign in the argument of the exponential, and [ 2=n ! 1,
corresponding to d'+" sign in the argument of the exponentialV( 9 V( ). We took
advantage of the periodicity ofV, disrespecting the linear drift, i.e. V( 2k=n) =
V( )+2 k=n I . Thus, for deriving eq. [7.9), the integral on the left-hand side of eq.
(7.9) can be evaluated in a geometrical serig®2%;

z w ZT v L 2

1eV()Dd:|=0 €’ 1 eF

:"\’

g’( )=P(g

In the following, the drift v, and di usion D, coe cients, which basically determine the
phase slip dynamics, are evaluated. In the next secti¢n 7.6, we relate the occurrence of
phase jumps with the noise characteristics discussed beforehand in 7.4 and discuss
the parameters.

7.5.1. Drift coecient Ve

The drift coe cient v, is identi ed through the normalization of Po”892% in eq. (7.9):

Z >
— Po( )d =1
0
)V_Dl e F
) R
> | ()d

The integral in the denominator was evaluated by Stratonovid&®, who nds:

D F
ve = = sinh — 2B © (7.10)
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with 1, (x) the modi ed Bessel functior*®, (a;x) 2 R. The drift coe cient is further
discussed below in se€. 7.6, where it is shown in [g. 7.10b versus the frequency mismatch.
Plotted for di erent parameters of the normalized couplinge = [2ax( ,+ )]=(nD), a
drift reduction for higher coupling is identi ed along with a larger drift for larger frequency
mismatch.

7.5.2. Diusion coecient Dg

We treat the di usion constant D in the approach presented by Stratonovick®¥ assuming
a small drift (frequency detuning ! much smaller than the periodic coupling terms in
(7.6)). Then, the probability current v, for the stationary solution P, can be treated as
a positive and a negative currenfp. :

Jpi+ F

Ve = jp;+ jp; with =€

Ip;

The e ective diusion is then determined by the relative di usion through the energy
barriers of potential di erence F on both sides:
e F+1

De= ﬁ(jp;++jP; ) = NeF 1V

and is therefore calculated to:

De= D cosh(F=2) = (E=2) °
Note that in general, D¢ is complicate to evaluate. However, the derived relation is a
good approximation for small normalized frequency detuning =2 !=(nD) 1289
typically aimed at PLL operation. A more detailed study of the diusion in a tilted
periodic potential can be found in Refd?292 |n g, we plot the di usion constant
versus the normalized couplinde ( g. and also versus the normalized frequency
mismatch F (g. 7.10b). A discussion follows in the next paragraph 7|6.

7.6. Discussion

Regarding the phase slip dynamics, it is found in the previous sections that the intrinsic
phase di usion D of the STNO plays a crucial role since it mainly causes counting errors
of the frequency divider and, consequently, phase jumps occur as discussed in sections
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(@) (b)

Figure 7.10.: Drift and di usion coe cients v, and D in the periodic potential V as a function
of coupling strength E and frequency mismatchF .

&[7.3. The developed theory (sed. 7.5) reveals a strong in uence of the frequency
mismatch on the phase slip dynamics, plotted in g.[ 7.1Qb: For small detuning, we
observe that for higher couplingé the e ective diusion D, and also the e ective drift
coe cient can be minimized, hence the phase slips suppressed resulting in a locking of
the STNO. However, the situation changes for higher detuning valuds. The drift co-
e cient tends to the detuning ! and the e ective diusion D, signi cantly increases.
Even for increasing couplinge, the phase noise PSD concurrently increases if the target
frequency is too far from the free-running frequency. This also enables us to understand
the di erence in the two measured blue curves of coupling value= 0:152 and = 0:153
in g. We see that although the coupling is slightly increased, the noise level and
as well the phase slip dynamics degrade. This is because of the shifted target frequency
which, in the picture of g. increases the e ective di usion constantD, through
the higher frequency mismatch ! .
Is the detuning su ciently low, a higher coupling can however decrease the e ective
di usion as it is depicted in graph[7.104, in complete agreement with the presented mea-
surement data in sections 712 & 713.
Interesting are also the phase slip limit considerations: In general, on long time scales, it is
after eq. )h_i = Ve and the di usion describes a Gaussian noise process with variance
2=h 2 h i%=2D,i.e. alk=f2 phase noise PSD characteristic (see also chﬂ. 5).
If phase slips occur, the STNO is never perfectly locked in terms of a noise plateau at low
o set frequencies, but always randomly jumps between the local minima in the potential
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7. Stabilization of phase noise by a phase locked loop

V, with preferred direction if there is a frequency mismatch. Thus, the phase noise PSD
always readopts a %f 2 shape at low o set frequencies below a characteristic frequency if
phase slips are present.

At high diusion D !'1 (high temperature), the normalized magnitudes & E tend

to zero implying the modi ed Bessel function to equal oneD ! 1) F,E! O
) lir=2(E=2) ! 1. Consequently, drift and di usion correspond to the free-running
oscillation: ve ! I & De! D and the periodic potential is negligible.

For large coupling 1, the situation depends on the detuning-, as discussed above.
At simultaneously small detuning F 1, it follows lir=> (E=2) 1 Ee E. Asa
consequence, it means that at small detuning, phase drift, and as well di usion D¢
exponentially decrease with the coupling strengtlie, likewise decreasing the phase slip
probability. This again agrees well with the performed measurements presented in sections

7.2 &[7.3.

b
(@) (b)

Figure 7.11.. Phase noise (PN) PSDs cover-
ing the parameter space of , n and . (a) PN
for dierent coupling coecients . (b) PN
for di erent parameter values at n = const =
1. (c) PN for dierent parameter values n at
= const = 10. The green curve in (b) and
(c) is the same one. The following constant
values are chosen:F = 0, f, = 1 10" Hz,
FWHM = 450kHz = 2(1+ 2) fg= D=(2 ),
and, if not explicitely indicated di erently, =
10, , =0:025,n = 1. (©
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7.7. Summary

In g. we illustrate more thoroughly the dependence of the phase noise PSD on the
system parameters,, andn. In g. 7.11a, we again show the lowered noise plateau
at low o sets with higher coupling. Furthermore, the discussed exponential decrease
exp( E) of the phase slip e ective di usion D, with the coupling strength can be
observed (hereF = 0).
Fig. [7.118 summarizes the complex dependence of the noise PSD on the STNO nonlinear-
ity parameter for constant coupling ,=(2 ,) = 0:025 andn = 1. As it is derived in sec.
(see eq. [(7]2)), we observe that the PLL bandwidth is enhanced by the oscillator's
nonlinearity . However, is also known to strongly broaden the STNO linewidth. This
also translates into a di usion enhancement by (1 + 2)B227 which can in g.
mainly be recognized at higher o sets. In seg. 7.4, the stability analysis in the picture of
the 2nd order lter transfer function according to eq. [7.4) moreover reveals an instability
criterion n > 1=2, which is likewise proportional to and narrows the PLL performance.
Thus, the Iter overshoot at ! 4 close to the PLL bandwidth becomes more pronounced
with the nonlinearity, also recognized in g.[7.11b. Furthermore taking the phase jump
dynamics into account, the normalized coupling strengtlE is proportional to and an-
tiproportional to nD. On the other hand, itisD (1 + 2) and thus the nonlinearity
lowers the PLL performance in terms of phase slip dynamics, what is perfectly retrieved
in the curves of g.[7.11IB in which the best noise characteristics are found for= 1.
Similarly complex is the in uence of the divider ration, shown in g. for =
const = 10: A high value leads to a lower noise plateau at low frequencies but likewise
also increases the resonant 2nd order lter response (see 7.4). Again taking the phase
slip dynamics into account,n decreases the coupling strength  (nD) ! and phase slips
are more likely to occur at highn, especially recognized fon = 1 in g.
The discussed dependences are in complete agreement with the presented measurements in
sectiong 7.R an@ 7]3. Furthermore, it is emphasized that an adequate trade-o between the
described mechanisms and parameter dependences must always be found for an e cient
noise suppression by the PLL.

7.7. Summary

In this chapter, we presented the experimental implementation of two di erent STNOs {
a STVO (section[7.2) and a uniform STNO (sectiop 7}3) { into an on-chip integrated PLL
developed for this purpose. We nd an e cient phase noise reduction of 50dB @ 10 kHz
for the vortex and of 12dB @ 100kHz o set for the uniform STNO withf . 340 MHz

109



7. Stabilization of phase noise by a phase locked loop

and f, 4:8GHz, respectively. Furthermore, we analyze the PLL performance for dif-
ferent control parameters and nd rather complex dependences due to the intrinsic large
nonlinearity of our oscillators. The occurrence of phase slips, mainly caused by the high
intrinsic noise in STNOs, is identi ed as the main drawback for the exploitation of the
PLL system. However, in secd. 7/4-7.5 we present a theory which perfectly describes the
parameter characteristics and reveals the physics of the low o set frequency noise due to
phase slip dynamics. Note that in general, this theory is not restricted to only the case of
a PLL but can easily be employed for any external signal applied to the STNO. It is found
that the dependence of the noise PSD on the PLL and STNO parameters is complex and
its optimization requires a trade-o between all of those, implying a prior analysis of the
parameter space.

As an outlook, the samples can be further optimized in terms of noise characteristics, i.e.
better barrier quality, lower magnetic damping, etc. exhibiting a lower FWHM. It would
increase the PLL performance to completely avoid phase slips occurring. Furthermore,
di erent approaches as mutually locked STNOs (see e.g. chapfefr 8) or a sample design
based on 2 coupled vortex free laye?§3/4 are promising pathways in order to further
reduce the intrinsic noise. The approach of two intrinsically coupled vortex layers is
furthermore highly advantageous from an applicative point of view: In order to show
auto-oscillations, they do not need an external magnetic eld?3/74],

In general, due to the wide spread of PLLs in microelectronics and the general interest on
STNOs for future technologies, the improvement of STNO noise characteristics through
a PLL is highly interesting for potential rf-applications. This includes for instance STNO
based associative memori&832% or rf communications through e.g. phase or frequency
shift keyingl2223],

Another outlook, going even beyond the topic of improving the noise characteristics,
includes more complex dynamics of the PLL+STNO system, also strongly linked to the
STNO's nonlinearity. Already partly observed in our experiments, but unfortunately so
far not systematically captured, the PLL might trigger complex stochastic or even chaotic
behavior of the STNG2%l, This is especially the case when e.g. regarding a system of
two mutually coupled STNOs (chpts. [8 &[9) or even of one STNO close to its critical
current or around the previously described (chpt] |6) dynamic C-state.
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Mutually coupled spin torque vortex
oscillators: Synchronization

"[...], the tendency to synchronize is one of the
most pervasive drives in the universe, extending
from atoms to animals, from people to planets.

(S. Strogatz id2%l)

Mutual synchronization and more generally, mutual coupling e ects between two ore more
(nonlinear) oscillators are of fundamental interest in the entire eld of physics, and even
beyond?U8209296.2971 The attention ranges from synchrony e ects in life sciences, biology
and medicine { such as e.g. collective population dynami@¥2%2% cell synchroniza-
tion B9, the sleep-wake rythn#%, information processing in the brai%, or the pathol-
ogy of several neurodegenerative diseases such as epil€Fbspr Parkinson%, etc. { over
synchronization in rf communication&%!, metrologyf, navigation®%!, astrophysicd30730]

& opticsBO9RI0BLISIZ o arts and even pop culture.

Prominently featuring the inherent complexity of the phenomenon, mutually coupled
systems can also underlie chaos and chaotic synchroniza#fd#3l431831631] Thys, they
are also extensively studied in mathematics and mathematical physics, delivering several
models to characterize di erent aspects of synchrohi831813201321.322.328 32%.325.325]

For spin-torque nano oscillators (STNOs), mutual synchronization is of huge technologi-
cal interest: First, because the emission characteristics, i.e. output power and linewidth,
can be signi cantly improvedi2385373211 ag it will be also demonstrated in this chapter.
And second, because an array of coupled nonlinear oscillators can interact dynamically
and form a "bioinspired" arti cial neural network capable of performing complex tasks
as e.g. pattern recognitiof#28323330331332333] recently demonstrated byM. Romera

et al. in our laboratory?®, STNOs in this sense provide an energy e cient hardware

1In metrology, time & frequency and hence synchronization are a fundamental concept.

111



8. Mutually coupled spin torque vortex oscillators: Synchronization

implementation on the nanoscale, mimicking the periodic spiking activity of biological
neurond334335336337.338] \pith the ability to accurately ne tune the oscillation character-
istics, particularly important for machine learning®39,

Mutual synchronization in STNOs was rst demonstrated in 20085192, where the cou-
pling between the vicinal oscillators was transmitted through spin waves, similar as well
in the subsequent works in Ref&319%1  Only recently, di erent coupling mechanisms
were experimentally demonstrated, such as the coupling through the dipolar interaction
in arrays of vortex based spin torque oscillators in 2088,

However, all coupling mechanisms presented so far have the disadvantage to be local
and are, as a consequence, not easily controll- and scalable. A breakthrough in the
handling and realization of the coupling scheme was then in 2017 the demonstration
of the relatively easily controllable electrical coupling through direct injection of the rf
current into the other STNOE, until then only theoretically predicted2/7335340341]  Ag

the method requires large signal power and coherence and furthermore a high spin torque
e ciency, the experimental study in Ref.E1l has been performed with double vortex based
STNOs, generally exhibiting a better coherence. In Ré%4, Tsunegi et al. investigate
the dependence on the coupling strength between the STVOs and furthermore, achieved
synchronization of up to 8 oscillators.

In this chapter, we will demonstrate the mutual synchronization of two single vortex
samples as presented in chaptet 3. We show a signi cant improvement of the rf emission
characteristics in the synchronized regime for two cases of electrical connection of the
STVOs, i.e. connected in parallel and in series.

The major limitation in terms of stable synchronization (i.e. the non-divergence of the
phase di erence) and the application of STNOs in bigger networks for both signal gen-
eration and neuromorphics is their high noidé?d. We therefore explicitely study the
noise characteristics in the synchronized system and investigate noise cross-conversion
and phase slip dynamics, which was initially one of the main objectives of this thesis.

8.1. Experimental locking characteristics

In this section, we present experimental data on mutual synchronization due to direct
electrical coupling in a parallel circuit. The presented data are gathered for two type
STVOs (see chpt.[ B) of 350 nm diameter connected in parallel. For a proper analysis of
the electrical circuit and the nature of the electrical coupling, it is referred to Ref87343],
Additionally, a delay line is added into one side of the circuit to be able to control the
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8.1. Experimental locking characteristics

@) =0 (b) 0:7 (C) Locking range vs. dephasing

Figure 8.1.: Mutual synchronization of two STVOs connected in parallel. STVO 2 is kept
constantat | 4o = 6:89mAandf. 2625MHz while STVO 1 is swept through its current values
lgc:1 (a-b): Measured spectra vs. |41 for the dephasing values =0 (a) and =0:7
(b). (c) Measured locking range vs. the dephasing between the two STVOs, controlled through
a delay line. oH» =325mT.

delay and thus the phase shift between the two STVO rf signals.
In the presented measurements, we connect two STVOs exhibiting similar characteristics,
such as frequencyf., emission powery, linewidth FWHM, and nonlinear parameters
and f,. In the experiment, the dc currentl 4., through STVO 2 is kept constant at
42 = 6:89mMA, corresponding to a frequency. 2625 MHz, while the dc current
l4c:1 through STVO 1 is swept. Additionally, we modify the dephasing between the two
STVOs to better control the regime of synchronization. The obtained results are shown
in g. In g. we present measured spectra while sweepirig.; at a xed
dephasing of = 0. It is observed that when the frequency of STVO 1 approaches
that of STVO 2, the signals join and the output power strongly in- and the linewidth
decreases, corresponding to synchronization of the two oscillators. In [g. 8/ 1b, measured
at = 0:7 , the behavior is dierent: Here, we notice that the total power is not
enhanced and no synchronization occurs. Actually, the signal power of STVO 2 even
slightly decreases when the frequencies approach due to the interaction with STVO 1.
The dependence of the synchronization range on the dephasing is plotted in . 8.1c.
The obtained results are in agreement to the developed theory presented in 2.6: The
locking bandwidth , is a -periodic function of the phase, as it is described through eq.
): > ] cos(T)j, with = = arctan( ) the nonlinear coupling phase and
accounting for the induced dephasing ; . - . Moreover, we nd the maximum
of the periodic function at  0:19 . It has recently been showR%3337 that in electrically

2deducing the electrically injected rf current whose spin transfer force expression is described through

eq. 213)
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8. Mutually coupled spin torque vortex oscillators: Synchronization

coupled STVOs it is for the linear coupling phase = arctan(jFﬂj:nglj); the terms Fy

and r—‘; denote the in-plane eld-like and Slonczewski torque (see 52.3), respectively,
associated to the in-plane spin polarization and responsible for the locking force on the
phase. The geometry of the involved torque terms is therefore of particular relevance in
STVOs, compared to other STNOs where usually = Q [8285192341i334.388.34€.347] Thys,

it is to be noted that in the rst place, the additional term arctan(jl—‘ﬂj:jl—‘;lj) renders

synchronization at zero delay = 0 possible, since the nonlinear coupling phasge =
arctan( ) implies a zero synchronization bandwidth , = 0 for =0 and a
strongly nonlinear oscillator: 1) arctan() =2) cos(7) > = 0. However,

knowing the nonlinear parameters of the two STV(@ 1:7 and that jFyj | F—‘;j )
arctan(jFy j5 I'—‘élj) = 21258331 'we can determine the theoretical curve shape to c.

is chosen to account also for the delay: ; . =0 , and therefore it is in
total: ~ = +arctan(jf—‘f|j:jl-‘§,j) arctan( ). Thus, we expect a maximum locking
range at 0:17 being in good agreement to the measured curive 8.1c. Furthermore,

comparing the maximum locking range of 0:8MHz with eq. (2.37), we calculate the
coupling constant to: 0:2 MHz.

(@) (b)

Figure 8.2.: Power evolution of the synchronized STVOs with dephasing (@) in the
experiment, and (b) theoretically. (a) Peak power 4(f + D) for the synchronized and @ + )
for the unsynchronized case are indicated by gray lines. (b) Also the cosine term de ning the
locking range  cos(™ ) is shown.

In g. we show the evolution of the power with the dephasing. We plot the peak
power g p=FWHM for di erent current values inside the locking range in g. [8.2a.
Up to 0:35 , the values are rst slightly increasing until they rather rapidly drop

3In detail, we measure ; = 1:66, 1 = 13:2MHz and , = 1:77, f,, = 13:1MHz. The nonlinearity
here is rather small. Signal analysis is performed as elaborated in sec. P.4 and chap. 3.
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8.1. Experimental locking characteristics

down to the value of unsynchronized oscillatorg(49,). This behavior can be understood
regarding egs. [(2.38-2.39), which describe the power variation due to the coupling with a
second STNO:

Dot = Pr+ P2+ 20 Pip2cos( o)

With p; = prot+ 1eq@ndpz = P+ 2eq- IN 9. 8.2D] we plot py; with our experimental
parameter§] assuming the frequency mismatch ! = 0 and obtain a qualitative agree-
ment. The total power is 2 periodic as a function of the phase shift, with distinct discon-
tinuities when ¢4 changes from in-phase to anti-phase synchronization (see e.36)),
similarly observed in Refl®48l, We conclude that for the presented measurements, the two
STVOs are synchronized in-phase inside the range of phase shift [ 0:33;066] ,
whereas they are synchronized anti-phase for the remaining values inside the period. In
the in-phase region, the power is aroundp4 and the out-of-phase region corresponds to
the unsynchronized total power By. Note that also inside the two regions, the power
slightly varies with increasing values for larger dephasing. This is because of the equilib-
rium power deviations ;., and theoretically goes even beyond the total powempg This
behavior is proportional to the coupling strength (see eq. [(2.38)) and is also found in
the experimental curve 8.2a where a peak power ofpd¢4 o) corresponds to the equilib-
rium locked power with 1., = 0 (equivalent to 4p, for the integrated power). The sharp
jump between the two situations is not observed in the experiment, what we attribute to
noise which smoothens the curve and makes it quasi-trigonometric, argued similarly in
Ref.B%¥l |n g. we also plot the cosine term directly re ecting the synchronization
range (eq. [(2.3]7)) and nd a good agreement with the graph 8Jlc, with a maximum at

0:17 as mentioned before.
We show in g. the complete parameter characteristics of the system at = 0,
which is the most interesting case in terms of practical implementation. It is clearly seen
in g. 8.3a/that the frequencies of the two STVOs merge in the synchronization regime.
Moreover, also when not synchronized, the STVOs in uence each other through their
coupling (level attraction/repulsion, further specied in chpt. [9), leading e.g. to slightly
di erent frequencies and lower powers compared to the uncoupled oscillators. In . 8]3b,
the performance improvement in the synchronized regime can be observed. We also plot
the theoretical expectations of p; + p, + 2p P1P2) and (p;, + py) for the synchronized and
unsynchronized regime (eq.[ (2.39-2.40)), respectively. Finally, we display the evolution of

4The only di erence is a larger coupling constant = 2MHz to make the variation around the stable
values in the in-phase and out-of-phase synchronization regimes clearer.
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(@)

(b)

Figure 8.3.: Characteristics of the mutually synchronized system compared to the single
STVOs, coupled (i.e. electrically connected) and uncoupled. =0, lgc2 = const = 6 :89mA.
(a) Evolution of the frequencies with 141 and exemplary spectra at given current values. (b)
Evolution of power and linewidth in the coupled system; also theoretical expectations for com-
plete locking/no locking are given (gray lines).

the experimental linewidth together with the predicted linewidth reduction to (FWHM, +
FWHM ;)=4 for synchronization in the bottom panel of g.[8.3b.
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8.2. Noise characteristics

8.2. Noise characteristics

The features of the mutual synchronization capability are especially revealed regarding
the noise characteristics of the coupled system, i.e. phase noise and amplitude noise. So
far, mainly the phase noise has been discussed in the literatB#&27, which is found to

be lowered due to a coherence improvement attended by the linewidth decrease described
above. In the following, we take also the amplitude noise into account which turns out to
reveal important characteristics of STNO synchronization.

Figure 8.4.: Noise PSD (amplitude (AN) and phase noise (PN)) comparison of the two un-
coupled STVOs (blue, green) with the synchronized regime at di erent currents| gc1 (reddish,
gray). Right-hand graphs show zoom-ins of the left-hand graph, which spans a large frequency
range. =0, lgc2 =const=6:89mA.

In g. we plot amplitude and phase noise (AN and PN, resp.) of the uncoupled
STVOs and compare with the mutually synchronized system at the same conditions as
in g. 8.3] In the zoom-in of the phase noise, a decrease by2dB in the synchronized
system is revealed corresponding to a coherence improvement of almost a factor 2. Apart
from the reduction, the phase noise behavior is similar to that of the unsynchronized
system: We identify a +f? thermally dominated and as well a £f2 icker noise regime

in the same range of frequency o sets.

However, the case lies di erently for the amplitude noise which is, as elaborated before
(chpts. [3,[4), particularly important for highly nonlinear oscillators, such as STNOs. The
AN is found to be highly increased in the mutually synchronized state, notably by more
than 20dB. The AN in the center of the synchronized bandwidthlg.; = 5:03mA, see
previous sectior] 8]1) shows better AN characteristics than for a current value closer to
its boundary (I 4c.1 = 5:05mA), although only a small di erence in the PN curves can be
recognized. Obviously, the enhanced AN is not converted into PN, i.e. the mechanism of
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8. Mutually coupled spin torque vortex oscillators: Synchronization

the increased AN is not nonlinearly coupled to the PN. Again, the general characteristics,
i.e. thermal 1=f% and 1=f! icker shapes, are similar to the non-coupled case, except for
an additional Ornstein-Uhlenbeck type noiggwith characteristic frequency of 400 kHz
for the case shown, which adds to the conventional behavior.

() (b)

Figure 8.5.: Peak voltage distribution (a) and voltage time signals (b) for di erent current
values| gc:1. =0, lge2 = const =6 :89mA.

In g. amplitude distribution and corresponding voltage time signals at di erent
current valuesl 4., are shown for the synchronized system. For the uncoupled and as well
for the perfectly locked signal, the peak probability should be gaussian distributed (see
eq. (2.3])). For the synchronized signal at the center of the synchronization bandwidth
laca = 5:03 mA, this is nearly the case. The corresponding time trace in ¢. 8.bb oscillates
with a stable amplitude over a long time period; large amplitude variations are rare
compared to the signal atl 4.; = 5:05mA. For I 4.1 = 5:05mA, the uctuations result

in a broader voltage distribution. Most remarkably, already slightly the case aky.; =
5:03mA, the peak asymmetrically smears out to lower values. For the unsynchronized
case atlg.; = 5:15mA, the probability covers all voltage values between the max- and
minima, corresponding to a classical beating of two frequency signals. Nevertheless, we
observe even here a slightly higher probability at the peak voltage values. We attribute
this to a partial locking for very short time periods. Note that in the time signal, the
oscillation does not perfectly describe a symmetric beating but exhibits rather sudden
jumps from small to high amplitude, e.g. at B s, 18 s, or at 28 s.

In g. 8.6] the phase deviation from the mean phase is plotted for the single and for
the connected STVOs at di erent current valuesl 4.1 with 4.2, = const = 6:89mA. It

5An Ornstein-Uhlenbeck noise process is a Gaussian noise process with zero mean and speci ¢ non-zero
correlation time LA/
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Figure 8.6.. Phase deviation from the mean phase for dierent synchronized or non-
synchronized signals at dierent current values I 4c:1. The inset is a zoom-in. = 0,
I dc:2 = const = 6 :89 mA.

Is noticeable that also for the synchronized signal, the phase deviation is not bound,
re ecting the 1=f2 phase noise shape in g4. However, at least in the center of the
synchronization range (red curve), the phase deviation in the mean diverges slower and
thus, is stabilized compared to the single oscillators. In the deviation dtc.; = 5:15mA,
the beating signal of 1:1 s period, which is not present in the other signals, can be
observed in the magni ed inset.

8.3. Upscaling the mutually synchronized system

When the system of coupled STVOs is upscaled to a network & oscillators, the rf
emission characteristics usually improve. Here, we analyze data measured on up to 8
STVOSf| connected in parallel especially in terms of noise. The data are acquired by
S. Tsunegi [] who is acknowledged for sharing the raw les, and further elaborated in
Ref B2,

In g. the evolution of the output emission power and the FWHM with the number

M of synchronized spin torque vortex oscillators is shown. The output power linearly
increases withM and the linewidth decreases inversely proportional tM . For in-phase
synchronization, rather aM ? dependence is theoretically expected, as discussed in section
and further derived in sectiori_814.

In g. we plot the phase dierence between the two STVOs and see that for a

Swhich are similar to the type a samples, but with a 6 nm thick free layer and slightly di erent SAF
"AIST, Tsukuba, Japan
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(@) (b)

Figure 8.7.: (a) Rf emission characteristics of an STVO array of up to 8 oscillators, without
attenuation. Upper: Emission power andlower: spectral linewidth. Red lines are tting curves
with theoretical expectations. (b) Phase dierence of two coupled STVOs. Their coupling
strength is modi ed through attenuation by 0db (no attenuation), 10dB, or 13dB.

direct, unattenuated coupling (blue curve), it is stabilized over a long time period (during
the entire measurement duration of ms). The measured time period corresponds to
10 oscillation periods and demonstrates the applicability of STVOs for e.g. pattern
recognition, which requires a stable synchronization of at least 30 10* times the oscilla-
tion period®29, However, if the coupling, that rises through the self-generated rf currents
from each oscillator, is reduced through signal attenuation in the circuit between the
STVOs (by 10dB (grey curve), and 13dB (rust-red curve) in g. 8.7H), the phase dif-
ference diverges with occuring phase slips, in agreement with the theoretical dependence
on the coupling strength, as developed in sectign ¥.5. For the unattenuated coupling
(blue curve in g. B.7D) and hence, a stable synchronization, the phase di erence is al-
ways and thus, the oscillators are synchronized anti-phase explaining the linear
dependence of the output power witiM . Note that also the electrical coupling scheme
(parallel, series, etc.) plays a signi cant role for the total output powe#43l,
In g. the amplitude distribution ( g. and the noise characteristics ( g. [8.80)
of the M -synchronized system are shown. As before, it can be observed in[g. 8.8a that
the amplitude is nearly gaussian distributed (note the logarithmic scale). However, it is
stated that the distribution becomes broader for more STVOs and the maximal number of
counts at the mean amplitude value decreases. Already seen for 2 synchronized STVOs,
the distribution asymmetry to lower values becomes more pronounced wittd , which
re ects also in the noise characteristics, shown in g[ 8.8b. Note that for 6 STVOs, the
broader distribution re ects an experimental de ciency, notably a smaller synchronization
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() (b)

Figure 8.8.: System of 2, 4, 6 and 8 synchronized STVOs: (a) Positive (logarithmic) amplitude
distribution and (b) phase noise (PN) and amplitude noise (AN) characteristics.

force.

The measured distribution asymmetry for 2 STVOs in g.[8.B is even more remarkable
as the synchronization in this case is perfectly establish€dl, seen in the blue curve of

g

Notably, in g. 8.8b]a signi cant decrease of the phase noise with=M is observed,
whereas the amplitude noise is strongly increasing with . This seems to be the case
also for a stable synchronized system where no desynchronization (i.e. phase slip) events
occur. However, desynchronization events become more probable for latderspeci cally
leading to a smeared-out amplitude distribution with eventual sub-peak (as seen for 6 and
8 coupled STVOs) and consequently a particularly higher amplitude noise without major

e ect on the phase noise.

Thus, we conclude that the amplitude noise cannot be neglected in synchronized networks,
even at stable synchronization. Furthermore, the synchronization quality is directly re-
ected in the amplitude noise which is signi cantly enhanced when desynchronization
events occur or the synchronizing periodic potential is strongly bended (see 7.5). We
show that the amplitude noise scales with the numbek of oscillators in the network.

To restrict the desynchronization events and reach better locking and noise characteris-
tics, the general noise in each STVO has to be further reduced or the coupling strength
increased (g. [8.7B) in order to minimize the probability of phase slips and therefore
desynchronizatior®2? (see next section, or similarly sectioh 7].5).
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8.4. Theory

In chapter[J, sectior] 2.5, we describe the in uence of an external signal on a STNO and
furthermore expand the formalism to a network oM noisy coupled oscillators. Starting
from there, the noise PSD of the coupled array is derived in the following.

With the single oscillator equilibrium amplitude ag and oscillators of equal properties,
whose signals are e ciently combined and locked to the common frequenty the output
signal of the coupled network can be written a4

V()= (ap+ a;)dim* 1) gy vt i) Madlvt v » (8.1)
i=1 j=1
Here, \ Iis the phase uctuation of the entire system with locked common phaseg,,
expressedas y =1=M }V':l j. It can be written in its frequency representation sum-
ming over all noise processes contributing to the oscillator phase uctuations, represented
by the matrix of the coupled systemA (see section 215, eq| (2.42)-(243)):
!
1 RR o
m(t)= M (A 1l )ij (Gnj s hij)

As mentioned, the matrix A classi es the coupled system and corresponds to the negative
Jacobi matrix, g, and h, denote the amplitude and phase noise processes on STVO
j , respectively. Assuming symmetry in the network due to the coupling mechanism and
the oscillator properties, i.e. equal power and coherence of the oscillators and symmetric
coupling between them, the phase noise PSD of the e ciently combined oscillator network
can be expressed as:

2

T 2 ﬂVI )@/I
2 _ (i90j%jhnj?) (A 1)t (8.2)

with jg.(f)j? = jha(f )j? the noise PSD of the amplitude and phase uctuations, respec-
tively (see sec| 2]5). Hence, the total phase noise can be determined through the sum of
all columns of the matrix (A 1i! ) %, which ful lls the following equation (see sec| 2|6

of chpt. [2):

|
(A 1) 7 7 = ey
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Neglecting the higher order terms in the coupled uctuation equations (eq (2.41)) and
assuming in-phase synchronization, it can be written for 8 -dimensional network of
identical oscillators:
. A 1i! 0
(A Lit)y= "™ o
Aant pn Apn 1

with the M M dimensional, symmetric matrices re ecting the amplitude and phase

noise (AN and PN, resp.) contributions and their conversions:

Anw= 2, 1y wm; Awnren=N 1y v ;
1
1

° M 1) :::
APN:72% A ( : )§
1 M 1

By inverting (A 1i! ) and subsequently evaluating eq.[(8]2), the total phase noise of
the coupled array is calculated to:

Thus, the phase noise of the coupled syst@is reduced by the factor £M, in complete
agreement to the measurements presented above (gp. |8.4[& §.8b). Furthermore, the
oscillation linewidth FWHM, connected with the e ective di usion constant through eq.
([.33), is reduced by ¥M, as experimentally shown in g.[8.7h. It is to be noted that
after eq. ), the total emission power for in-phase synchronization scales with?:
Pt | Vj°. However, as it is shown in Ref* also the electrical coupling scheme
(parallel, series, etc.) has to be particularly taken into account, so that the expected
output power also for in-phase synchronization is rathep,s  Mpo for a larger array
(M > 2) of connected oscillators. Indeed, to enhance the emission power of an assembly
of oscillators beyond a linear scaling with their numbeM , the load impedance must be
optimized, as elaborated in Ref$43l,

8neglecting higher order terms
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8.4.1. Noise

In g. 8.9] we show amplitude and phase
noise for one single STVO and compare

with M = 2 synchronized STVOs. We set

fp = 10MHz, =5, FWHM = 1MHz,

po = 100nW, and , = = =2

for both oscillators. As theoretically de-

scribed above (eq.[(8]2)), the phase noise

of the total output is reduced by EM.

Note thatin g. 8.9] higher order terms in

the coupled uctuation equations, which

are neglected in the developped calculus _ _ _

. Figure 8.9.: Theoretical evaluation of ampli-
from above, are also taken into aCCC)um'tude and phase noise (AN and PN, respectively)
In consequence, especially at very largéor a single oscillator or no coupling ( = 0) and
Coup”ng Strengths’ the phase noise reduca COUpled network of 2 STVOs (Wlth Coupling
. . . . strength =2 :5MHz).
tion might in general di er from the 1=M

description.

Moreover, we show the noise PSP j? of the phase di erence between the two STVOs.

It is observed that the phase di erence stabilizes for lower frequency o sets, in agreement
with what we nd experimentally in g. also reported in Ref27, The stabilization

of the phase di erence is similar to the case of an external signal injection (see chiap. 7)
and also becomes clear when regarding the Adler equation for the phase di erence (eq.
(2.39)): The same Adler equation can equally describe the phase of a single oscillator,
locked to a noise free external signal (sec. P.6).

The amplitude noise of the 2 synchronized STVOs, calculated through eq.44), is
enhanced compared to the single oscillator amplitude noise. We attribute this to the
di erent noise conversion mechanisms as schematized in efj. (2.43) and particularly to a
cross-conversion of the amplitude uctuations between the oscillators. The theoretically
evaluated behavior qualitatively coincides with the measurements presented above in g.
8.4 and specically seen for 2 and 4 STVOs in g.[ 8.8b. For 6 and 8 STVOs, we
mainly attribute the very strong, experimentally found amplitude noise increase rather
to a di erent e ect, namely phase slips and the partial loss of synchrony. The e ect of
phase slips on the synchronization is further discussed in the following sectjon 8.4.2.
However, we show here that the increase of amplitude noise is not exclusively due to
phase slip dynamics, but contains also an intrinsic contribution originating from the cross-
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conversion of the noise terms in the complex coupled equations. We assume that this
contribution becomes more signi cant for more oscillatordM, again emphasizing the
importance of the amplitude noise when considering synchronized dynamics in STNOSs,
even in the case when the oscillators are stably synchronized and no desynchronization
events occurs.

8.4.2. Phase slips

In this section, we more thoroughly deter-

mine the in uence of phase slips on the am-

plitude dynamics of the synchronized oscil-

lators. We use the same formalism already

established in sectiorj 7]5 and again refer

to the work of R.L. Stratonovich who

extensively studied stochastic processes in

nonlinear systems (see elgtY). In g.

8.10, we show the phase drift. (see sec-

tion [7.5) versus the frequency detuning !

illustrating its dependence on the di usion Figure 8.10.; Phase drift ve (eq. (7.10)) vs.

constant D of one single oscillator. The the frequency detuning ! for dierent values

phase drift ve can be interpreted as the ofthe'oscillator di usion D and xed normalized
coupling E = 0:5.

mean beat frequency of the mutually syn-

chronized system.

For lower di usion values D (blue curve in g. B.10), the drift is stabilized to ve = 0

inside the locking range around ! = 0, where the coupling "pulls" the frequencies to

synchrony. For higher di usion values {D = 0:5 (yellow curve) in g. { the phase

drift is minimized only for values of ! very close to 0. Within this picture, we can

explain the data presented in sectioh 82: We nd a relatively stable gaussian amplitude

distribution ( g. for 141 = 5:03mA and an amplitude distribution which is smeared

out to lower values not far already forl 4c.; = 5:05mA. At |4 = 5:15mA, a clear beating

signal can be found. We interpret the fact that the two current value$4. = 5:03 mA and

l4c = 5:05mA are that close in the sense that the intrinsic di usionD is relatively high

compared to the couplinge. Thus, the region around ! = 0 where no phase slips occur

is relatively small { being somewhere between the yellow and the red curve in terms of

g

We attribute the asymmetry in the peak voltage distribution (g. [B.5) to a strongly
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bended periodic synchronization potential (see also section |7.5, ¢. [7.9) exhibiting a
preferred uctuation direction due to ! within a periodic valley. Thus, the probability

for becomes broader and asymmetric, yet with phase slips very rarely occurring if the
potential well to the next valley is still su ciently high. This mechanism also strongly
enhances the amplitude noise of the synchronized array as shown in[g.]8.4. From section
8.3, we state that phase slips become more probable for more oscillatbts leading to a
clear broadening and a potential sub-peak in the voltage distribution (see also R&¥)).

To conclude, improvements of the synchronization characteristics are reached by reduc-
ing phase slip probabilities. In sectiori 7|5, we described that this can be achieved by
enhancing the coupling mechanism (exponential dependance) or by further improving the
noise characteristics through the diusionD. Albeit such means, the amplitude noise
would nevertheless be enhanced compared to the single oscillator due to intrinsic cross-
conversions of noise terms at synchronization.

8.5. Di erent coupling schemes

As mentioned in the introduction of this chapter, the coupling mechanism between the
STNOs plays a fundamental role in terms of practical handling and applications. In
sectiond 8.[[-8]3, we present data gathered on an array of STVOs electrically connected in
parallel. In this section, we shortly discuss the synchronization of two STV@electrically
connected in series. Both coupling mechanisms are nonlocal and thus provide a similar
system control and potential in terms of applications, although the serial connection is
experimentally more di cult to implement if both STVOs should be controlled separately.

In g. 8.11] we plot the basic properties of two STVOs electrically connected in series
without delay = 0 and compare with the characteristics of the two single STVOs.
Both STVOs can be controlled independently through a dc current source connected
to each. The dc current through STVO 1 is kept constant td 4..; = 11 mA and the
current through STVO 2 is swept. As shown in g.[8.1]1, synchronization is reached in
a bandwidth of 2MHz. Note that the two coupled oscillators do not exhibit the same

rf characteristics: STVO 1 emits a much lower power ( g.[ 8.11b,e) although having a
lower linewidth FWHM than STVO 2 (g. 8.11¢). Thus, the phase di usion is obviously
the important parameter in terms of asymmetrical synchronization: The two oscillators
do not synchronize symmetrically, but STVO 2 rather adapts to the properties of STVO

1, the oscillator with the lower linewidth, when they synchronize. Output power and

°Type ¢ samples; the same sample generation as in se¢s. |B.1}8.2.
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Figure 8.11.: Parameters of 2 STVOs electrically connected in series vs. dc currenkgc.,
through STVO 2 (a-e) compared to the parameters of the single oscillators. The dc current
through STVO 1 is set to l4c.1 = 11 mA, the applied out-of-plane magnetic eld to oH, =
460 mT. Shown are the coupled frequency spectra (a), integrated power (b), linewidth FWHM
(c), frequency (d), peak power (e), and the noise PSD vs. the frequency o set from the carrier
at 4o = 11:55mA (f).

linewidth of the synchronized system are both improved.

The phase noise PSD shows a more complex behavior (. 8.11f): Note rst that the
noise PSD of STVO 1 is larger at higher o sets than the noise PSD of STVO 2 and the
synchronized oscillators. As the signals of the single STVOs are measured setting the dc
current supply in the other one to zero (and thus, they are still connected), this re ects the
situation that the signal of STVO 1 also passes through the STVO 2 in the serial circuit,
which adds additional uctuations to the rf signal (shot noise and eventually resonance
e ects), a disadvantage for potential larger arrays in future applications.

The phase noise PSD in the synchronized regime remains always lower than the phase
noise PSD of STVO 2. Itis close to that of STVO 2 for higher o set$, , but adopts the
behavior of STVO 1 forf, . 1MHz. The general evolution of the di usion constants

of the single coupled oscillators in an asymmetrically coupled array is complex and more
generally studied in Refl3#9 principally nding a nonmonotonic evolution of the second
oscillator's phase coherence with the noise intensity in the rst oscillator. The amplitude
noise is, as described above (séc. 8]4.1 & 8.4.2), enhanced for the mutually synchronized
system.
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8.6. Summary

In this chapter, we demonstrate the mutual synchronization for di erent nonlocal methods
of electrical coupling that can basically be studied on an equal footing (based on the
nonlinear auto-oscillator theory, sec[ 2|6) and result all in a signi cant improvement of
the rf emission characteristics, i.e. phase coherence (linewidth) and emission power.
We study the control of the synchronization properties through an induced phase shift
between the two oscillators and furthermore enlighten the stable power variation in
the locking regime for in- and out-of-phase locking.
We investigate the noise characteristics in the single STVOs and the synchronized system,
so far still the major limitation for stable signal synchronization: Experimentally and as
well theoretically, a phase noise reduction in the synchronized regime is found. Moreover,
we observe and describe a signi cantly enhanced amplitude noise when the two STVOs
are synchronized and often an asymmetrical amplitude distribution. We argue that the
higher amplitude noise is partly system intrinsic through noise cross-conversions in the
coupled system and partly originates from desynchronization events and phase drift in
the periodic synchronization potential.
Moreover, we analyze in detail the synchronization of up to 8 STVOs and the rf parameter
evolution with the number M of coupled oscillators. We nd that the phase noise improves
with M but nonetheless, the amplitude noise further increases witfl , together with a
broader and more asymmetrical amplitude distribution. Thus, as an important conclusion
of this chapter, the amplitude noise is predicted to become particularly important for large
arrays of STNOs.
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Mutually coupled spin torque vortex
oscillators: Complex dynamics beyond
synchronization

In the study of coupled spin torque nano oscillators (STNOs), most of the pertinent works
(see Refs. in chpt[B) are so far limited to the accomplishment or description of their syn-
chronization using di erent coupling schemes. The modelling typically relies on a mean-
eld phase synchronization moddF 7343 pased on the prominent Kuramoto modédf8l,
also speci cally including the nonlinear characteristics of STNG®Y3,  Alternatively,
the general nonlinear auto-oscillator mod&@3433483523531 introduced in chapter|2, is
recently commonly used.

However, the dynamics of coupled oscillators in general, and of STNOs in particular, can
go beyond the regime of phase synchronization, revealing other interesting yet non-trivial
phenomena. As a theoretical background, the nonlinear auto-oscillator theory has been
developed following general qualitative arguments which marks its strength, but likewise
limits its applicability when aiming at more complex synchronization regimé®4, such as
chaotic mean eldd®®9856357  multiplicity of synchronous stated®®®, glassy and Gri ths
stated®>¥380  partial synchronyB81862365] chimera stated*6436536€] heteroclinic cycle§%4,
amplitude or oscillation death®8l and exceptional point$*$¥370, Thus, in order to un-
cover the intrinsic complexity of the coupled system, more original approaches must be
chosen involving the exact microscopic equations (LLGS, Thiele, see chap. 2) and fur-
thermore the exact coupling mechanisms. A solution that has recently been adopted in
several work$BIABIASTE] s to rely on a bifurcation analysis for STNOs based on the
LLGS equation. It theoretically and numerically reveals non-trivial states and transi-
tionsB#372 such as homoclinic bifurcation, clustered states, Chimera states, or partially

In the framework of the nonlinear auto-oscillator model, the synchronization equation is actually written
as an e ective Kuramoto-type equationS411843]
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

synchronous states. When including noise e ects or heterogeneity of the STNOs, the
dynamical complexity even increases, revealing e.g. intermittent noise-induced oscillation
death phenomen&%,

Complex behavior in STNOs can be treated as a fundamental phenomenon since it is
closely related to nonlinear laser physi¢¥#37537%€ or mechanical, electrochemical and
electronic systems, etd3737835380 gnd even the climate systerdl,

Furthermore, it is of speci c interest for many applications in spintronics, such as sen-
sor device&§82383 or in particular the relatively young eld of nanospintronic neuro-
sciencd?8B3188AS8Y  For example, a fundamental emergent phenomenon in a coupled
system is oscillation quenching, which is signi cantly relevant in pathological cases of
neuronal disorders such as Alzheimer's and Parkinson's diseld%&

In the following, we present experimental data of two mutually coupled STVOs (type
sample, see chpt[]3) showing dynamics beyond synchronization. The rf signal of STVO
1 (STVO 2) is relatively strongly amplied by +30dB and injected into the eld line
above STVO 2 (STVO 1). In consequence, the two oscillators are coupled via the (in-
plane) rf Oersted eld generated by the rf current in the eld liné8l, In general, this
coupling approach is of high applicative interest as it is highly exible due to the amount
of STNOs that can be coupled to one eld line. Furthermore, the antenna is robust in
terms of electrical voltage, which fascilitates the practical implementation as no additional
charges potentially damage the magnetic tunnel junction of the TMR based device. In
consequence, the coupling strength can be ampli ed/attenuated in a broad range adding
further system control.

The applied static magnetic eld perpendicular to the sample plane is xed to gH, =
355mT for the presented measurements.

We will rst present the synchronization of the two STVOs, similar to chapter 8. Start-

ing from there, we drive the system into a regime where complex dynamics occur, along
with stochastic features of oscillation stability. We demonstrate that the stochasticity
can be exploited in order to yield a stochastic system control. The system furthermore
shows regions of amplitude death and di erent situations of attraction or repulsion of its
eigenvalue levels. These characteristics are strongly related to the physics of exceptional
points. As an important result of this chapter, we demonstrate the emergence of excep-
tional points in the parameter space of the two coupled STVOs, up to now for the rst
time in such a system.
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9.1. Mutual synchronization

9.1. Mutual synchronization

Figure 9.1.: Measurement data of 2 STVOs coupled through rf eld line above the nanopillar.
Coupled frequency spectra (a), integrated power (b), linewidth FWHM (c), frequency (d), and
STVO 1 frequency spectra (e) vs. dc currentl 4c.1 through STVO 1 are shown and compared to
the parameters of the single oscillators, coupled and uncoupled. The dc current through STVO
2 is settol 4c.2 = 9mA and the applied out-of-plane magnetic eldto oH, = 355mT. Also the
noise PSD vs. the o set frequency from the carrier is shown (f).

In g. 9.1] we show the experimental results of two STVOs mutually coupled via the
(in-plane) rf Oersted elds generated by their eld lines.
The current through STVO 2 is set tol4.2 = 9mMA and the current through STVO 1
is swept (g. O.Ja-e). It is seen that the two oscillators are synchronized in a range of
3MHz. As already described for the electrical coupling schemes in chapi¢r 8, the rf
characteristics are improved in the synchronized regime, i.e. higher emission power and
lower linewidth. The noise PSDs are shown in g[ 9]1f: Again, a signi cantly enhanced
amplitude noise can be observed when the oscillators synchronize. Furthermore, the phase
noise PSD of the mutually synchronized signal is reduced by (5-6)dB compared to the
uncoupled single signals, re ecting a major improvement of the phase coherence. The-
oretically (see chpt.[8), a reduction of 3dB is expected in the case of a small coupling
between the STNOs. We attribute the more e cient coherence improvement to the rela-
tively large coupling strength between the oscillators, so that the theoretical assumptions
of a small coupling strength in the developped theory of chaptgl 8 are not valid any more.
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

The higher order coupling terms { which are neglected in the theory { facilitate a large
phase noise reduction, but might likewise further amplify the intrinsic amplitude noise
enhancement in the synchronized regime.

As a further consequence of the strong coupling, it is observed that the two oscillator
signals strongly in uence each other, also in the non-synchronized regime. HQg; &

13 mA, the phase coherence of the connected (but unsynchronized) oscillators signi cantly
decreases compared to the uncoupled signal ( §. P.1b-c) and also the frequency is strongly
shifted ( gs. 9.7a,d,e). This behavior gives the rst clue that, especially when the coupling
strength between the STVOs is strong, the physics of the coupled system can become
complex and go even beyond synchronization.

9.2. Critical limit cycle generation: Oscillation
instabilities of the coupled system

It is theoretically and numerically predicted®>#371372373] that most of the interesting com-
plex phenomena occur close to the Hopf bifurcation point, that is in nonlinear dynamics
known as the transition point of the system's xpoint to limit cycle oscillations. In terms
of eigenvalug§ the stability switching means a crossing of the imaginary axis to positive
real values. For STVOs, it corresponds to the arising of oscillations, characterized by the
critical current |, and thus, we mainly concentrate on the current regime close 1Q in
the following.

In g. we display the measured STVOs alone: STVO 1in gl 9.2aand STVO 2in g.
with STVO 2 (STVO 1) turned o (i.e. lgc2 = OmA or 4.1 = O0mA, respectively).
The transition to obtain self-sustained oscillations can be recognized bf;  6:95mA
andl., 8mA for STVO 1 and 2, respectively. The evolution of their frequency with
the applied current appears similar for the two STVOs.

In the following, we study the system behavior when we x one STVO to a non-zero
current value (STVO 2 in sec[9.2]1 and STVO 1 in se¢. 9.2.2) and sweep the other one
through the operational current range. We investigate how the dynamics and the system
properties evolve, with the objective to observe complex dynamical situations.

2The eigenvalues result from the system's linearization around the xpoint through its Jacobi matrix
and form a complex conjugate pair.
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9.2. Critical limit cycle generation: Oscillation instabilities of the coupled system

(a) (b)

Figure 9.2.: Frequency spectra of the two coupled STVOs alone, i.e. the current in the other
STVO is turned to 0.

9.2.1. Sweeping lg4c.1 at dierent l4.2 = const

In g. 9.3] we show measurements of the coupled oscillators while operating STVO 2 at
a constant currentl 4o and sweepind 4..; of STVO 1.

The rst striking di erence seen in g. 9.3]is the critical current of the oscillation. For
STVO 1, itis increased by about 1ImAtd ., 7:95mAwhen STVO 2 is supplied, clearly
seenin g. @a. Alsol .., of STVO 2 is increased from ., 8 to 81 mA. The evolution

of the critical currents is more thoroughly studied subsequently in sectidn 9.4. Moreover,
we also nd a small decrease of STVO 1's frequency by e.g.2MHz at | 4c; = 12mA in

g. 9.3k, similar to the described situation in sec[ 9]1.

Furthermore, we observe some non-trivial situations where the oscillation of one or two
oscillators is either suppressed or stabilized. Aty., = 8:0mA (g. , which is the
critical current of STVO 2 alone where auto-oscillations are excited in g.[ 9.2b, the
oscillation of STVO 2 is suppressed fdrg.; . 6 A in g. Above this value, STVO

2 oscillations seem much more probable to become stable, however the stability seems
to be perturbed by stochastic e ects. The stochastic e ect is similar to the intermittent
noise-induced oscillation death of a higher dimensiondi( = 100 STNOs) coupled array,
which is numerically described byZaks and Pikovsky in Ref.BZl: The real parts of the
instantaneous Jacobian eigenvalues at the steady state are driven deep into the negative
domain leading to an intermittent sustainment of the unstable equilibrium. For 4., =
8:05mA (g. , the oscillations of STVO 2 start at much lower currentl 4.; than at

l4c2 = 8:0mMA (g. , namely already atlg.;  2:6 mA. In other words, the damped
dynamics in STVO 1(2) is counteracting the generation of STVO 2(1)'s stable oscillation.
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

(@) (b) (c)

(d) (e) (f)

Figure 9.3.: Frequency spectra of the coupled system vs. currentge; in STVO 1 and for
di erent currents 4.2 in STVO 2: lgc2 = (a) 7:95mA, (b) 8:0mA, (c) 8:05mA, (d) 8:1 mA, (e)
8:2mA, (f) 8:5mA. In (a-b) the critical current |1 of the single STVO 1 is additionally marked.

Most remarkably, this process is not linear and folrgc., = 8:05 mA andl ¢ = 8:1 mA ( gs.
&[9.3d, resp.), we observe a destruction of STVO 2's oscillation after its frequency
eigenvalue has crossed that of STVO 1 at.; & 8:5mA. Interestingly, at 1 4., = 8:1 mA
and l 4co = 8:2mA (gs. & .34, resp.), the frequency of STVO 2 slightly increases
with 14ca, for l4ca < 9mA, which corresponds to a respulsion of the two oscillators'
frequency levels. This is again accentuated arourld.;  8:1 mA where the frequency
level of STVO 2 is clearly repelled from that of STVO 1 once the latter manifests steady
oscillations (also observable in g.c). For higher current valuek., & 8:5mA, we
observe synchronization of the two oscillators and hence, level attraction, as exemplarily
shown in g. [9.31, in agreement to the theoretical ndings ofPikovsky in Ref.54,

9.2.2. Sweeping lyc.2 at dierent I4..1 = const

In g. we present the same dataset as before in g[ 9.3, but plot the frequency
spectra vs. the currentl 4., in STVO 2 while leavingl 4.1 = const in STVO 1 constant.
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(@) (b) (c)
(d) (€) (f)
(9) (h) (i)

Figure 9.4.: Frequency spectra of the coupled system vs. currentge, in STVO 2 and for
di erent currents |4c1 in STVO 1.

As the two oscillators are indeed similar, but not experimentally identical, the results
slightly di er from what we presented in the last section and we can observe even further
phenomena: First, we show the spectra for a subcritical STVO 1; 6:95mA), in

g. represented for the currentl4c; = 6:9mA. It is clearly observed that in the
entire current rangel 4., < 8MA, STVO 1 does not exhibit detectable dynamics. This
changes abovéy., & 8 MA where also the auto-oscillation of STVO 2 establishes: In this
regime, an energy transfer due to the coupling counteracting the damping of STVO 1
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

obviously takes place so that in g.[9.4R, also a signal corresponding to STVO 1 can be
identi ed. This behaviour is similar for all subcritical currents I 4c; < 6:95mA and can
also be associated with the emergence of exceptional points in the eigenvalue problem,
further elaborated in sectior 9.b.

For 6:975 141 . 8mA and hence, an overcritical STVO 1 as shown in gs| 9.4b-
[9.41, we again observe oscillation death in a certain region, similar to the behavior vs.
|41 described in the previous sectiop 9.2.1. However, the oscillation death phenomenon
exhibits more complex characteristics here: For example, &§c; = 7:1mA (g. 9.4b),

the oscillation death regime starts ati4co 4 mA, e ciently suppresses oscillations in a
large rangel ¢c2 2 [4;8]mMA uptolg.2 8 mMA where also the STVO 2 auto-oscillations
establish. For increasing current$qc.1, the current | 4., range of oscillation death reduces:
While the lower current for the onset of the oscillation suppression is increasing, the higher
current threshold stays constant at the critical currentl., 8 mA of STVO 2. In terms

of eigenvalues, the oscillation death regime is described by a crossing of the imaginary
axis and emerging negative eigenvalue real parts induced by the coupling (see also sec.
). The current | 4..; through STVO 1 tends to stabilize the oscillation of STVO 1, i.e.
counteracts its damping. Thus, it reduces the absolute of the negative real eigenvalue in
the oscillation death regime until also noise can induce stochastic crossing of the imaginary
axis, explaining the occurrence of stochastic oscillation generation inside the suppression
regime observed in gs[ 9.4e & 9.4f. The described behavior qualitatively corresponds to
an amplitude death region occurring when the (relatively high) coupling strength between
the two oscillators is swept. This situation has been theoretically studied dyyu et al. in
Ref.B81 for two di usively coupled Stuart-Landau-limit-cycle oscillators. Note however
that the dependence on the electric current in our system is rather complex and many
parameters, such as the frequency, damping and even the coupling, nonlinearly evolve
with it.

For currents l 4c.1 & 7:7mA ( gs. - [9.4H), we observe atqc, . 8mA that STVO

1's frequency slightly decreases (if oscillations are not suppressed) for increading.

As the (damped) resonance frequency of STVO 2 is below the frequency of STVO 1, this
behavior corresponds to a frequency level attraction in this range. Afc. & 8 mA, STVO

1's frequency is however strongly reduced and obviously repelled from the frequency of
STVO 2. Furthermore, an interesting phenomenon is the linewidth enhancement of STVO
1 when its frequency is repelled. This is more thoroughly highlighted in sectipn 9.4.

For current valuesl4; & 9 mA well above the critical currentl¢; of STVO 1 (g. D.4i),
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both oscillators synchronize when their frequencies are su ciently close as already de-
scribed above (g.[9.8 and also se¢. 9.1).

9.3. Stochasticity and control of the oscillation stability

In section[9.2, we have already mentioned the observation of some stochastic behavior
occurring in the measurements of two STVOs that are mutually coupled through the
injection of their rf signals into the eld line of the other.

In this section, we investigate the stochastic (in)stability of the steady oscillations more

in detail. Furthermore, we highlight the opportunity to control and even manipulate the
oscillation state in a deterministic or stochastic manner.

The measurements presented in this section are conducted under the same experimental
conditions as described in the sectioris 9.1[& 9.2 before but for a di erent sample (also of

type c, see chpt [ §j]

(a) (b)

Figure 9.5.: Frequency spectra of the coupled STVOs.(a) Sweepinglgc.1 at |42 = const =
6:2mA and (b) sweepingl gc:2 at I 4c.1 = 0 MA.

In g. we characterize the coupled oscillator system for constant curremt., =
const = 6:2mA in STVO 2 and sweepingl 41 in STVO 1 from low to high values. In

g. we characterize the frequency spectra of STVO 2, but now fdg.; = OmA.

In qualitative agreement to section 9.2, we observe in g[ 9.pa a region where STVO
2 ceases to emit rf power, meaning that the vortex core oscillation is stopped. This
oscillation death comes along with some stochastic behavior.

In the following, we will show that this mechanism can be exploited in order to indirectly
control the stability of STVO 2 (STVO 1) auto-oscillations by changing the operation

3The ndings of the previous sections likewise apply to the measurements presented here, only the
discrete values cannot be directly compared.
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

parameters of STVO 1 (STVO 2). The process is demonstrated to be hysteretic, i.e.
auto-oscillation stability or instability of STVO 2 (STVO 1) can in principle be triggered

by current pulses of certain length through STVO 1 (STVO 2). We argue that a controlled
sweep (a current pulse) in the parameter space can trigger a change of the system's eigen-
value. In fact, the situation corresponds to the encircling of an exceptional point which de-
scribes a coalescence of the system eigenvalues in the complex space, further discussed and
corroborated in section$ 9]4 & 9]5. Due to noise e ects, the mechanism is partly stochas-
tic, which is especially interesting in terms of a stochastic system control which possibly
leverages the construction of stochastic spiking neural netwo k& 388388390.391.392.398]yjth

spin torque nano-oscillators.

9.3.1. Oscillation control via current pulse

The emergence of amplitude death corresponds to a change of the system's eigenvalue in
the (l4c1;14c2) parameter space. It is shown in this section, that by driving the system
between the stable oscillation and the oscillation death regime, the e ective trajectory of
the eigenvalues can be controlled, which we attribute to the encircling of an exceptional
point as discussed in sectiorls 9.4 & 9.5. This means that by injecting a current pulse
through one oscillator while continuously supplying the other, it is possible to control
the oscillation state of the supplied oscillator in the coupled system. Note that in the
experiment, we change the applied dc current and strictly speaking, do not apply current
pulses; however, current pulses of certain length, as discussed in secfion P.3.2, would
trigger the same behavior.

In g. 9.6] we display the time stability of the oscillation at unchanged constant current
l4c2 = 6:12 mA (very close to the critical currentl ..;) but for di erent |4..;. We investigate
the hysteretic behavior by directionally changingl 4c1: First, we start at 14 = OmA
where no stable STVO 2 oscillations are detected. Then, the current through STVO 1
IS increased tol 4c.; = 6:4mA (step 1 in g. @): At these conditions, auto-oscillation

of STVO 2 is observed. As a next step (step 2 in g.@]ﬁ)ldc;l Is decreased back
to 141 = OmMA and remarkably, the oscillations are now maintained, contrary to the
initial situation of this measurement series. The described procedure agrees with the
observations of sectioh 9]2 and, more in detail, can be related to a non-reciprocal path on
the curves of the critical current (see section 9.4, ¢. 9.10) beyond the exceptional point
and back.

In the next step, | 4¢:1 IS increased up td 4c.1 = 9MA, i.e. far into the regime of oscillation
death (see g.[9.5a). In such case, the oscillations of STVO 2 are expected to be sup-
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Figure 9.6.: Frequency spectra vs. time: E ciently manipulating STVO 2's stability by
directional movement in the parameter space.l g2 = const = 6:12mA and l4c1 =0 ! 64!
0! 9! OmA.

pressed or, as we observe in graph .6, exhibit a stochastic behavior indicating criticality
(i.e. the eigenvalue is close to the plane separating positive and negative real parts and
noise can induce stochastic passage of the plane and hence, stability or instability). At last
(step 4 in g. @ | 4c:1 IS @gain reduced td 4.1 = O0mMA and STVO 2's auto-oscillations
are removed.

To summarize, STVO 2's oscillation can be controlled through a directional path in the
parameter spacel(ic1;l 4c:2). In principle, this is equivalent to a current pulse through the
coupled STVO 1, further discussed in the next section.

9.3.2. Stochasticity

Stochastic properties at certain conditions in the parameter spackgy{;l ¢c:2) have already
been recognized and mentioned above. In this section, we investigate the stochastic
properties and present how they can be exploited in order to achieve a stochastic control
of the system.

In g. we perform a similar procedure as presented above in sectjon 9,3.1 and aim par-
ticularly for the stochastic oscillation death region (see ga). We sdfyco = 6:2mA
and start at 1 4.1 = 0mA: We observe stable steady state oscillations of STVO 2.
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

Figure 9.7.. Frequency spectra vs. time: Stochastic manipulation of STVO 2's steady state
stability by directional movement in the parameter space through stochastic regions. | 4c.2 =
const=6:2mA and l4c0 =0"! 7:2! 0! 7:2! OmA.

In step 1, we increaseéyc.; through STVO 1 to I 4.1 = 7:2mA and obtain stochastic stabil-
ity of the auto-oscillations, i.e. STVO 2 stochastically switches between stable oscillations
and their suppression. In a second step, we decrease again 4o = OmA: STVO 2's
oscillation is again stable. Subsequently repeating the procedure in steps 3 and 4, we end
up with no oscillations atl 4.1 = 0mA. Thereby, the end state atl4.; = O mA depends
on the last situation at 141 = 7:2mA and is stochastic. Consequently, it is anticipated
that the stochastic behavior is close to an exceptional point and thus can determine the
oscillation end state atl4.; = OmA in the procedure as described. This is particularly
interesting in terms of applications that rely on a stochastic state control: We state that
stability or instability of oscillations can be triggered by sending a current pulse. As we
will discuss in the following by investigating the stochastic properties of the system, the
probability of stable oscillations is furthermore controlled by, rst, the current pulse du-
ration, and, second, by the state probability (probability to have either stable oscillations
or their suppression) and the characteristic time between stochastic switching events.

In g. we present the measured state probabilites ( g[ 9.8a) and mean stability time
(0. at an applied current of | 4o = const = 6:064 mA through STVO 2, measured
over a duration of 24:4s. The corresponding spectra, re ecting a 140 ms time segment
for each measured spectrum on the-axis, are shown in g.[9.8F and indicate a large
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(@) (b)

Figure 9.8.. Stochastic properties of the
coupled system atlgc2 = 6:064mA as
a function of l4c1: Probability to ob-
serve stable steady state oscillationqa)
and mean stable oscillation duration be-
fore state switch (b) . In (c), the corre-
sponding spectra for a 140 ms time seg-
(c) ment are shown.

range between 3mA and 7 mA, where stochastic oscillations of STVO 2 occur.

In g. we observe a low steady state probability fronhg..; = 9 down to 7 mA. From

7 down to 4 mA, the probability increases up to even 100 % for a few points within the
measurement duration. Below 4.1 3 mA, no oscillations are observed. The mean dura-
tion of a steady oscillation before switching the state (g[ 9.8b) evolves exponentially in
the stochastic range between 3 and 9 mA and is in the order of 100ms to 10s. In conse-
guence, if stochastic state control is sought under the measurement conditions presented
here, al 4.1 current pulse in the order of several seconds is required to e.g. reach a state
probability of 50% (atlgc: 5mA).

We believe that the stochasticity of the coupled system leverages interesting features in
terms of applications. Along with the realization of a stochastic oscillator, it might be
particularly interesting to implement the described type of dynamics in a larger network
which could even react in a chaotic manner. In this sense, the observed characteristics
could emulate the behavior of a stochastic spiking neural netwdgk83883881390.391.392.393]
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9.4. Linewidth, frequency and critical current evolution

In this section, we study the oscillation parameters, i.e. linewidth, frequency, and critical
current more in detail.

These parameters are closely related to the complex eigenvalues of the coupled dynamical
system and permit to study the latter's dependence on the coupling mechanism. In
particular, the eigenvalue's real part can be identi ed with the damping of the oscillator,

re ected by the oscillation linewidth, and its imaginary part with the frequency.

(@) lgc2 =8:5mA = const (b) 14c:1 =8:1mA = const

(C) lge2 =8:5mA = const (d) lge1 =8:1mA = const

Figure 9.9.. Frequency (a-b) and linewidth (c-d) evolution of the coupled system for(a,c)
frequency attraction and linewidth repulsion and (b,d) frequency repulsion and linewidth at-
traction. Free-hand lines in graphs(c,d) are guide to the eye. Also the exceptional points (EPS)
are marked.

We evaluate in g. [9.9 the evolution of the oscillations frequencies and the linewidths as
a function of the injected dc current either in STVO 1 (g. &[9.9F) or in STVO 2

(9. 9.9b|& 9.9d), while the other STVO is kept constant. The parameters in gs.[9.9a
& P.99 correspond to the measurement with xed current 4., = 8:5mA through STVO

2, already discussed in sectign 9.2 and shown in §. 9.3f. The parameters in ds. 9.9b
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& are measured at the xed current 4.; = 8:1 mA through STVO 1, already shown
in g. We choose to display these two measurement sets as they represent two
interesting behaviors of the complex spin transfer driven coupled dynamics.

First, an attraction of the frequency levels and aty.; 2 [8:8;104] mA their merging, i.e.
synchronization, is observed in g[ 9.9a. Indeed, this corresponds to the synchronization
mechanism as treated in chapter]8, but in this case the coupling is realized through the
rf eld generated by the mutual rf current injection into the eld lines above the STVOs.
While the frequencies get attracted, the linewidth of STVO 2 decreases while the one of
STVO 1 remarkably increases at the edges of the synchronization regime. In other words,
the linewidths repel each other in a range a little larger than the synchronization region,
where the frequency levels attract each other. Note that the linewidth of STVO 2 settles
back to the same level fot 4.1 & 12mA as it has atl 4., . 8 mA. The situation is similar

for STVO 1 although inherently more complicated as its oscillation generation takes place
at lgca  7:5mA.

In g. 9.9b]& 9.9d] the behavior is di erent: The frequencies are repelling and simul-
taneously, the linewidths cross. Note again that in this case, the linewidth of STVO 1
remains enhanced even for currentg.., above the crossing point at 7:9 mA. In terms of
eigenvalues, it means that when the eigenvalues cross in the imaginary plane (frequency),
they repel each other in the real plane (damping, i.e. linewidth), and vice versa. This has
been described e.g. bBernier et al.B% or by Heiss %1, who theoretically characterize
the level attraction/repulsion phenomenon and illustrate its complex dependence on the
system parameters' relation to each other, i.e. frequency, damping and type and strength
of the coupling. We state that for the repulsion/attraction, as well as for the oscillation
death described above, the nature of the coupling mechanism is to be particularly consid-
ered3>4B7338I3943%] | o conservative or dissipative coupling. In our experiment, we can
assume it rather general to exhibit conservative and dissipative contributions in our case.

Actually, level repulsion/attraction is, as well as the previously described oscillation death,
closely related to the occurrence of specic points in the complex plane of the system's
eigenvalues, called exceptional poinf843%l They mark the transition and specify the
singular coalescence of a level in the complex or imaginary pl&i§&3708953%] | gs,
&, we spot two exceptional points, notably atg,'  (8:9 0:5)mA and at
&> (10:6  0:5) mA. At frequency repulsion in gs. &, the exceptional point

is even a bit clearer to identify, notably atl i, (7:9 0:5) mA.

We further introduce the concept of exceptional points (EPs) in the following sectidn 9.5,
but however anticipate here that at an EP, the system is sensitive to the direction in which
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

one moves in the parameter space and passes through the EP. Indeed, the encircling of
an EP in the parameter space reveils their very speci ¢ signature being one of their main
characteristicd32/39839¢]

Figure 9.10.: STVO 1 critical current |1 evolution as a function of the current I 4c.» in STVO
2 for di erent sweeping directions.

In g. we present the critical current (the current for the onset of stable self-
sustained oscillations) evolution of STVO 1 as a function of the currenty., through
STVO 2, and thereby sweep 4.1 in two di erent directions. Note that the critical current

is closely related to the oscillator damping. The blue curve corresponds to a sweep from
high to low currents 4.1 and represents the critical current evolution already partly
discussed in sectionh 9.2.1. While the blue curve values decrease for decreasing currents
smaller thanl4., . 7:4mA, the red curve increases at the same conditions. Thus with
these measurements, we demonstrate a clear direction dependence for the critical currents.
Especially the large di erence of 3 mA of the critical currents at | 4., = 0 is noteworthy.

For l4c2 & 7:4mA, the two curves merge. This measurement pointl 4., 7:4mA)
corresponds to an exceptional point that is in excellent agreement with the EP spotted
in g. 9.9b]& .9d|at l4c,  7:9mA.

To our knowledge, this is the rst experimental observation of EPs in spintronic oscilla-
tors. The results are of high interest from a fundamental viewpoint, but not restricted to
that. In the next section[9.5, we will give a brief theoretical introduction to the physics

of exceptional points and also shortly discuss the extraordinary potential of EPs for ap-
plications, such as neural networks or ultra sensitive sensors.
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9.5. Theory of exceptional points

In the previous section, we infer the emergence of exceptional points in our coupled STVO
network. An exceptional point (EP) is a square root branch point in a two-dimensional
parameter space in the study of the eigenvalue problem of a non-Hermitian maffix
As mentioned in sectior] 94, a peculiar feature of an exceptional point is its topology,
leading to an exchange of eigenvalues and -vectors when encircling the point by parameter
variations/B9739839¢]

Next to their description in mathematical physicg3693703981400.401402] Eps have so far
mainly been studied in open quantum systems described by non-Hermitian Hamiltoni-
ans, such as atomic spectra in eld4® microwave cavity experiment§98404i405.406.407]
chaotic optical microcavitied*®®, optomechanical systemd®4, PT -symmetric quantum
systemd?094104111 Kt also in coupled classical electric oscillatof32413, Note that only
very recently, Y. Tserkovnyak  theoretically studied exceptional points emerging in
dissipatively coupled spin dynamicB!¥, It has been shown that the occurrence of an
exceptional point is closely linked to the phenomenon of amplitude dedf®? and of level
repulsion/attraction B95%1, as also described in our measurements (sefcs] 9.2 & 9.4).

In section[9.3, we demonstrate the potential of EP systems in order to leverage spin
torgue nano-oscillators in stochastic spiking neural networks. Furthermore only recently,
J. Wiersig B proposed a new type of sensors, which operate at EPs and reach un-
precedented sensitivity**®l. So far, such sensors have been theoreticdthy46411 studied
and experimentally demonstrate@8 in optics for highly sensitive nanoparticle detec-
tion #1847 or a laser gyroscopé®l, On top of that, the approach has been exploited in
optically pumped semiconductor rings for temperature detectidf4 or in coupled micro-
cantilevers for ultrasensitive mass sensifg?. However, it must be emphasized that the
exploitation of EPs for any sort of purpose is]...] still in its infancy"” B29 and note-
worthy, due to the physical generality of the concept, imaginable in every sort of system
exhibiting such a point.

In the following, we develop a basic understanding of an exceptional point and furthermore
present a rst theoretical classi cation of our measurement data. The study has been
accomplished in close collaboration witiClaudio Serpico [ during his 2 month research
stay at the Unie Mixte de Physique CNRS, Thales.

4in the de nition of W.D. Heiss B
SDipartimento di Ingegneria Elettrica, Universif di Napoli "Federico 11", Naples, Italy.

145



9. Mutually coupled STVOs: Complex dynamics beyond synchronization

9.5.1. De nition

Exceptional points arise when one considers the eigenvalue problem for a linear operator
which depends on one or several parameters. Here, we limit ourselves to the case of linear
operators on a nite dimensional space of dimensiom. In this respect, the operators of
our interest can be represented by square matrices. We also assume that the maix
under investigation is an analytic function of one parameter:

A=A()

The eigenvalues of A are determined through the characteristic polynomial oA, which
is an algebraic equation in of degreen with holomorphic coe cients in . Its roots
are branches of analytic functions of with only algebraic singularity®59. We recall that
an analytic function f (z) has an algebraic singularity inz, when in a su ciently small
neighborhood ofz, f (z) behaves likezP=9, with p, g2 Z. Now, the eigenvalues oA( )
are s analytic functions:

where s is independent of , with the exception of some special values of where
one or several (( ) have an algebraic singularity. These special values ofare called
exceptional pointsand it can be proven that there are only a nite number of thents9,
A common case is whers = n, which corresponds to the situation when all eigenval-
ues of A( ) are distinct for all non-exceptional values of . This implies that A( ) is
diagonalizable for all non-exceptional values of.
The cases < n usually corresponds to a situation in which the system described by
the matrix A( ) has a certain symmetry which leads to the coincidence of two or more
eigenvalues. An important example of this situation is the degeneracy of the energy
spectrum in quantum mechanics as a consequence of symmetry. This type of degeneracy
is inherent to the system and is di erent from the degeneracy occurring at exceptional
points, which is related to the algebraic singularities of the( ).
In fact, the number s of distinct eigenvalues has to be considered the "normal” number
of eigenvalues associated to the system in all non-exceptional values of
In order to distinguish the degeneracy induced by the symmetry from the one correspond-
ing to exceptional points, Kato refers to the rst as "permanent degenerac¥?®¥. The
second one is instead a degeneracy occurring only for special values. In order to illustrate
these concepts, we give a few examples in the appendix C.
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9.5. Theory of exceptional points

The de nition of exceptional points given above, which is the one given by. Kato 59,
does not imply that at an exceptional point the matrix A( ) is non-diagonalizabl. A
more restrictive de nition of an exceptional point can be found in the papers oW.D.
Heiss (see e.d®™). For him, exceptional points ofA( ) are values of in which not only

two eigenvalues coincide, but additionally, there is a coalescence of two eigenvectors. This
means that the matrix A( ) "loses" one independent eigenvector at the exceptional point
and, for this reason, is non-diagonalizable here. This property of exceptional points, as
argued by Heiss, is at the basis of the interesting physical e ects mentioned above.

For this reason, unless it is otherwise stated, we de ne exceptional points according to
Heiss's de nition: Exceptional points are those values &( ) where there is a coincidence

of two or more eigenvalues and the coalescence of two or more eigenvectors. Thus, at
exceptional points (EPs), the matrixA( ) is not diagonalizable.

9.5.2. Behaviour of eigenvectors at an EP

We want to illustrate how the eigenvectors behave when the parametergoes through an

EP. To this aim, we consider the matrix of the examplel, given in the appendix C.1.4:
!
a b
A( )= ; (9.1)
0 a
with eigenvalues: ;= a ; ,= a, a;b2 C and exceptional point at =0.

Although this example involves only a two dimensional problem, the treatment can be
extended to higher dimension as, in the vicinity of an EP, the special algebraic behaviour
involves only the eigenspaces associated to the eigenvalues that coincide at the EP.

(@) (b) ()

Figure 9.11.: Schematic eigenvector geometry oA( ) for (@) > 0,(b) =0,and(c) < O.

SFor clari cation see example d in appendix|[C.1.4
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

The eigenvectors of matrix [(9.]1) are depicted in g[ 9.11 and given by:
! !

1 b
=0 0 L= G ,if 60

with c;; ¢, 2 C. At the EP, there is only one eigenvalue = a and furthermore only one
eigenvectory;. The two eigenvectors existing for 6 0 "coalesce" into one eigenvector
at the EP. Since is a small quantity, % and % are almost parallel. It is especially
noticeable that, has a di erent orientation due to the sign change of . This shows that
eigenvectors pass from being almost parallel to being almost antiparallel when crossing
the EP.

9.5.3. EPs in coupled oscillators

The general case of two coupled oscillators can be represented by one complex variable
for each oscillator and the following set of equations:

Z, = | 11t 1Znt ozt 1222 ; 9.2)

Z; =1 2% 2t nZit 207p

where ; and , are the frequencies of the oscillators,;., the damping/gain terms,

and the matrix elements ;; describe the coupling interactions of the two oscillators. Note
that the formulation corresponds to the ones introduced in chaptér| 2, i.e. the Thiele or
the nonlinear auto-oscillator formalism. Written in real formz = x; + iy;, the coupled
system [9.2) is characterized by the eigenvalue problem ofna= 4-dimensional matrix.
Two examples under di erent assumptions for such a system are studied in appendix|C.2,
where it is also exemplarily shown that an uncoupled unstable oscillator can be stabilized
through an EP (ex. [C.2.2), experimentally described in section 9.2.2. In general, the
system is very sensitive to the relation of its parameters and to the type of the coupling,
which can be dissipative or conservative.
In g. we present a rst study on the eigenvalues in such a system as a function of
an applied currentl 4.1 as parameter , which in uences the parameters as follows:

1=0:25; 2=1  lgea; 1=2; 2=0:5+0:84c1 ;

12= 21=1 (cos() isin()); =08; 1= 2=0
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9.5. Theory of exceptional points

(@ =o (b) =0 :2

(c) =0 4 (d = =2

Figure 9.12.: Eigenvalues as a function of currentl 4. in a simpli ed coupled oscillator model
for purely conservative coupling =0 (a), additional dissipative contributions =0 :2(b) and
=0 :4(c), and purely dissipative coupling = =2(d).

The parameter is introduced to specify the type of coupling which is purely conservative
for =0 (i.e. 15, 2 are purely imaginary) and purely dissipative at = =2 (i.e. 12,

21 are purely real).
Although the described system parameters do not exactly correspond to the parameters of
the experimentally studied STVOs, the model at least qualitatively describes some of the
e ects which have been measured also in the system of two coupled STVOs, as presented
in section[9.2. We show in g.[9.IR eigenvalues; and , of the rst and the second
oscillator, respectively. Their imaginary parts can be seen as the frequency and the real
parts as the damping. We observe that in gs.[ 9.12a-c, there exists a region for the
eigenvalue , in which its real part becomes negative and consequently, oscillations are
destabilized and amplitude death occurs, as observed similarly in the measurements. Note
that here, the implemented current dependence of frequency and damping is linear and
thus, the damping and stability in the system are not limited. Thus, for STVOs which are
intrinsically nonlinear oscillators,Re( ;) would not get that deeply negative at largd 4c.1.
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9. Mutually coupled STVOs: Complex dynamics beyond synchronization

Actually, the nonlinear limit-cycle mechanism, which tends to stabilize the oscillations,
counteracts the deeply negative evolution dRe( ;), in agreement to the measurements
shown in sectiorf 9.2]1. For increasing dissipative coupling contributions at = @ and
nally at purely dissipative coupling at = =2, we observe that the imaginary parts are
crossing while the real parts repel, similar to the described experimental behavior. For
the intermediate situation at = 0 :2, the imaginary levels seem to repel while the real
parts meet atlgyc; 2:2.

It is clear at this stage that the coupled system is complex to study and preciously depends
on the system parameters. A deeper theoretical study of the coupled STVOs with regard
to its eigenvalues and exceptional points is still to be developed and goes beyond the scope
of my PhD.

9.6. Summary

In this chapter, we demonstrate the complex behavior of two mutually coupled STVOs.
Depending on the system parameters, we observe several interesting phenomena, such as
regions of amplitude death, stochastic characteristics, and the occurrence of level attrac-
tion or repulsion e ects. We relate all these phenomena to the emergence of exceptional
points (EPs) in the coupled system of the STVOs, characterized in the parameter space
of the STVOs' supplying currentsl 4..; and | 4.2 and up to now their rst demonstration

in spintronic oscillators. A rst system study shows qualitative agreement with the mea-
surements, although a proper theoretical system analysis is still to be developed. We
furthermore show the potential to indirectly control the system's oscillation state through
the occurring amplitude death region and the topology of the exceptional point, all in-
duced by the coupling. Moreover, we demonstrate that also a stochastic behavior can
be triggered and e ectively exploited in order to stochastically manipulate the oscillation
State.

We believe that the ndings presented in this chapter are interesting from a general
perspective and furthermore promising from the viewpoint of heuromorphic computing
together with a stochastic system contrd#/8388388I390.391.392.393] \joreover, also new types
of sensors operating at exceptional points could be desigié?l and are anticipated to
reach unprecedented sensitivit§25,
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As mentioned earlier on, spin torque nano-oscillators provide unique potential functionali-
ties for next-generation computing, bio-inspired arti cial intelligence, rf-communications,
energy harvesting, and more. Therewith, they unify hardware multifunctional key capa-
bilities in the framework of Industry 4.0 and, with their potential for bio-inspired arti cial
intelligence, even beyond. The portfolio can be easily expanded, as STNOs are compatible
with existing CMOS technologies and, furthermore, the eld of spintronic research and
engineering has been experiencing a considerable growth within the last two dec#d8s
Along with already commercially available magnetic sensors, read heads for Hard Disk
drives and magnetic storage technologies such as MREMhe spintronic zoo is con-
tinuously increasing. Worth mentioning as building blocks of potential hybrid spin-
tronic/CMOS hardware implementationd*d are, i.a., spintronic memristor#2214231424] g
tunable nanoresistors with non-volatile memory e ects, in this sense also considered to
adopt the role of (weighted) nano-synapses in a neuromorphic computing sché4#g or
superparamagnetic tunnel junctions providing a stochastic resistarié&/278l,

Strongly related to other elds of physics, spintronics is furthermore complemented by spin
orbitronics®#28, superconductivity®24, multiferroics®28, antiferromagneticd*?®, magnon-
ics39 - magneto-opticd! 4314321 magneto-elastic§3343l - spin-caloritronicg#3543€8l etc.,
and very recently the whole new branch of topological e ec and 2D materiald*3.
Also in these elds, considerable advances have been achieved in the last couple of years,
such as the exploitation of heat for magnetic control, ultrafast phenomena down to the
femto- or attosecond timescales, the emergence and control of Terahertz dynamics, or
new topological spin textures, such as chiral domain walls, skyrmions, hop ons, or chiral
bubbers.

Thus, spintronics and spin torque oscillators in particular are only at the beginning of
their promising journey upon new physical e ects and their exploitation in future telecom-
munication and computing architectures.

IMagnetic Random Access Memory
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Cum grano salis, up to now and even after 15 years of research, noise and stability is still
the major drawback of STNOs and their key feature, i.e. its nonlinearity, indeed enables

their interesting physical e ects, but also intrinsically decreases the oscillators' frequency

stability.

In this thesis, one of the objectives was to tackle this issue and in chaptérns 4 grd 5,
we provide insights into the nature and characteristics of noise in STNOs. Investigating
especially STNOs based on the dynamics of a magnetic vortex in the free layer, we re-
port noise exhibiting di erent time correlations, namely ¥f icker additional to thermal
noise contributions. We provide a phenomenological theoretical description enabling us
to describe the noise governing parameters, especially in the framework of nonlinearity,
and nd the latter less pronounced in terms of amplitude to phase noise conversion in
the icker noise regime. Furthermore, a connection of the active magnetic oscillation
volume with the low o set frequency Ef icker noise has been established through the
Hooge-formalism, meaning less noise for larger magnetic mode volume, experimentally
further observed in chpt. [6. As a direct consequence of the di erent noise type corre-
lation times, the in uence on the oscillation's rf characteristics is investigated in chpt.

. Along with performed measurements, we develop a simulational approach to model
the vortex magnetization dynamics taking into account thermal and icker noise con-
tributions. Also theoretically deriving the oscillator's phase variance, we quantify the
oscillation's spectral shape with the measurement time scale of the frequency spectrum,
particularly considering the STNO's nonlinearity. More speci cally, we describe how the
spectrum changes from a Lorentz shape at short measurement durations associated to
white noise correlation, to a Voigt { or even Gaussian { shape at longer durations with
colored Ef correlation.

So far with a focus on the description and classi cation of their noise { especially of
low o set frequency icker noise limiting the STNO's long-term stability { we oer a
technological solution to improve the oscillators noise characteristics on a circuit level
in chpt. [7. In the experimental implementation of a custom integrated circuits based
phase locked loop, carried out in cooperation with thdU Dresden , Germany, and
Spintec in Grenoble, France, we show a major reduction of phase noise in vortex based
and uniform STNOs, and furthermore classify the system regarding further improvements
and limitations.

In chapters[6,[8 &9, we observe novel phenomena, such as in chpt. 6 a new dynamic
state beyond the vortex gyrotropic motion { which we named C-state { with potential
advantages for a more precise system control in terms of synchronization capabilites,
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stochastic behavior, and rf characteristics.

Since the coupling between STNOs and their synchronization in a network is of funda-
mental interest for future implementations of STNOs in di erent applicational schemes,
the coupled dynamics is in the focus of chaptefs 8[& 9. We have been associated to the
mutual synchronization of up to 8 STNOs, realized at the AIST in Tsukuba, Japan, and
accompanying improvements in the rf characteristics, described in chpt} 8. We also inves-
tigate the noise characteristics of the coupled system and nd a limitation in a signi cantly
increased amplitude noise level compared to a single oscillator.

Creating new opportunities in order to exploit STNOs in coupled networks in chpt[]9,
we observe for the rst time complex dynamics beyond synchronization. A following
stochastic system control opens up the path to new interesting physics and the potential
exploitation of such coupled arrays as e.g. stochastic spiking neuron systems, hence further
enlarging the multifunctional capacities of STNOs. Furthermore describing regimes of
amplitude death and level repulsion and attraction, we infer the emergence of exceptional
points in the coupled system. This rst observation of exceptional points in a spintronic
oscillator is interesting from a fundamental point of view, but on top of that potentially
paves the way for new types of highly sensitive sensBF&415],

Outlook

As a short time perspective, the recently launched ANRproject SpinNet , unifying
actors from industry and academia, is to be mentioned. It bears applied and fundamental
aspects and is actually situated between the two Research & Development categories
Fundamental Researchand Industrial Research targeting Technology Readiness Level
(TRL) 3 for spintronic solutions in wireless sensor networks, a key technology in Industry
4.0 and, more particularly, the Internet of Things. Fundamental project goals include
signal transmission/reception and wireless power harvesting and transfer in larger STNO
arrays. Thereby, a major challenge is the noise of the device and thus, the project directly
builds on the results gathered within this thesis, in particular also focussing on the static
noise characteristics at low frequencies (not low o set frequencies) as indicated in chapter
4.

An improved noise characteristics also improves the STNOs capability to synchronize and
is therefore also interesting in this sense. In order to stabilize, the exploitation of the
PLL system is to be demonstrated on the mutually synchronized STNOs. Furthermore,

2"Agence nationale de la recherche;' French national research agency
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10. Conclusion and Outlook

the potential development of an amplitude locked loop might provide further coherence
improvements and represents another step towards circuit integrability.

In terms of coupled dynamics, the complex behavior must be more thoroughly investi-
gated, also from a theoretical perspective. In order to do so, we are in cooperation wth
Serpico , a theorist from the Universitn di Napoli, Italy, who studies the system more in
detail and tries to classify the di erent regimes of occurring phenomena, i.e. synchroniza-
tion, level attraction/repulsion, amplitude death, exceptional points and chaotic behavior.
Experimentally, the dimension of the coupled system can be increased from so far only 2
STNOs to potentially 3 or more, in which higher order exceptional points are expected to
emergd®® and more complex physics might occur up to even chaos. Moreover, the mode
coupling mechanism could be simpli ed by reducing the system of two coupled oscillators
to only one single device. This is feasible in double-vortex based STVOs, which have
already been studied also in our laborato®#2%4, |n such samples, the magnetic dynam-
ics does not only result from one single free layer with a magnetic vortex distribution,
but from two dipolarly coupled vortex free layers inside the same nanopillar stack. Note
that these devices are also sought in a general fashion, as in an optimized design, their
emitted rf signal exhibits an increased coherence, a linear frequency evolution with the
applied perpendicular eld, and the potentiality to operate even at zero magnetic eld,
advantageous for any sort of envisaged applications.

Another perspective for STVOs is the imaging of vortex dynamics in our state-of-the-art
devices. First experiments have already been performed at the PSI synchrotron beamline
PolLux, Switzerland, in order to link the magnetic characteristics with the simultaneously
measured emitted rf signal and to prove theoretical predictions. Furthermore, a rst direct
observation of arising di erent dynamic states, such as the vortex C-state, is targeted.

As a closing remark, the work performed within this thesis opens up new perspectives in
the research on spin torque nano-oscillators. Basically investigating long term stability
and coupled dynamics of STNOs, the thesis sets a further keystone not only for the
fundamental understanding of nonlinear physics on the nanoscale, but also for the further
exploitation of single and coupled STNOs in future applications aiming to rely on them.
In the future, further advances are to be expected and, nishing with the popular phrase
of R. Feynman BI: "There's plenty of room at the bottom?
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Relation of fundamental magnitudes

In this annex, we derive some fundamental relations used within the thesis.

A.1. Wiener-Khintchine-theorem

The Wiener-Khintchine-theorem states that the power spectral density (PSD$,(! ) of
a stationary random proces(t) is the Fourier transform of its autocorrelation function
K (t) [L75/179)-
Z
S ()= K,(t)e" dt

R

The theorem is also valid for steady functions of periodic signals and thus can also be
applied on a noisy periodic signal.

A.2. Phase variance $ phase noise relation

Taking the Wiener-Khintchine theorem, the autocorrelation of the phase uctuations
can be expressed through the phase noise PSD. By using also the de nition of the
autocorrelation, we obtain:

L 2
K():E— S (1) d =h (t+ ) (bi

1

We de ne the phase di erence at times and

t)= @+ ) (®= (t+ ) (t)
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Its variance function is:

h2h i°=H (t+ ) M4 o
h (t+ )%i+h ()% 2h (t+ ) (b)i
=2 h % h (t+ ) (b)i

The variance function 2 can thus be expressed in terms of phase noise:
1 Z
K© K ()=5 1 et s (Hd
Z R
2i (3 cosft) isin('t)) S d

R

2

2

BecauseS (! ), similar to the autocorrelation function K (t), is always an even function
(Cauchy principal value), the expression can be simpli ed to:

A

2 1
—— == (1 costt)) S d : (A.1)

A.3. Phase variance $ autocorrelation relation

In this part, we discuss the autocorrelation function of the oscillation signat = P pe ,
not of the uctuations as done above. The signal power ip = pg+ p and the phase

)= !(p)t+ i+ (t),with ; an initial phase. We assume the power uctuations
little compared to the phase uctuations: p . It is for the autocorrelation:

K()= h p+ pe ™ )P po+ pe ' Wi
pohel ) Olf  poe it (o) pgil (+) ()
= poe i (po) I’E| (t; )|

As de ned already above, we used(t; )= (t+ ) (1).

Because the uctuations are de ned by a stationary ergodic process following a 0-centered
Gaussian law, has the following probability function:

2

1
p()= —P=e "
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A.3. Phase varianceb autocorrelation relation

Using this, it follows:

A
he ©)i= & p()d
1
2 2 3
= 4cos( )+ |i'{‘z(_3 Sp( )d
1 antisymmetric ! =0

1 A
= —P5= cos()e =2 g =e 2

1

In the last step, the Gaussian integral was evaluated.
In total, we get the nal result:

K() pe'™e *2
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Details to the Thiele-equation
simulation

In this supplementary part, we give further details to the performed Thiele-equation based
simulations presented in chaptef|5:

The simulation of the vortex dynamics is performed based on the di erential Thiele equa-
tion ™4, |t describes the spin transfer torque iduced gyrotropic motion of the vortex
core well. Following the description in Refd¥128 we also consider higher order terms
of damping and con nement, what allows a deterministic description of the dynamics
through the normalized oscillation radiuss(t) and phase (t) of the vortex core in the
nanodisk:

= — 1+ s?
G
S= 1+( + )s

The di erent parameters are summarized in tabl¢ BJ1, including their meaning and value
chosen for the performed simulations. Furthermorel is the applied dc current, and
(1+ s?) the con nement sti ness with its linear part and its nonlinearity factor.
In the table, we show the values of the magnetostatic con nement,,s with nonlinear
part 2., and the Oersted eld con nement o, with nonlinear part 2. Itis =

mst ocl=(R?)and = B Sei()

ms+ oel=(R?)"

Flicker noise generation

In order to introduce the icker noise in the Thiele equation framework, we model a
generating noise process of1! spectral shape, as discussed in chap@r 5. This is then
converted into the characteristic amplitude and phase noise PSD due to the dynamical
nonlinear stochastic Langevin di erential equation¥%. We de ne a random variable
r.= (t) that has a 1=f* icker noise PSD and is scaled by a factor. This random process

159



B. Details to the Thiele-equation simulation

R =187:5nm nano-dot radius
Do=4:28 10 Ykg.rad st linear damping coe cient
=06 nonlinear damping coe cient
G=2:0 10 ¥kg.rad ts? gyrovector amplitude
3 =3:9 10 *kg.m?A 1s? spin-transfer torque e ciency
ms =4:05 10 “kg.s ? magnetostatic con nement
e =1:01 10 “kg.s 2 nonlinear magnetostatic con nement
oe=1:42 10 ®kg.m? A ls? Oersted eld con nement
oe = 7:12 10 ®kg.mP.A ls?2 nonlinear Oersted eld con nement

Table B.1.: Parameters used for the simulation of the vortex dynamics in presence of thermal
and icker noise.

Is then added to the applied dc current 4:
Isto(t) = lac+ 1 o= (1) (B.1)

As elaborated in the main text, = 2:5 10 “# was chosen in such a way that the nal
amplitude and phase noise PSD are meaningful and similar to those observed experimen-
tally. In order to produce the random stream variabler, (t), we choose as a rst step

to construct a Fourier series decomposition with Fourier amplitude coe cients that have

a 1=f decay and uniformly distributed random phase coe cients. By taking the inverse
Fourier transform of this constructed decomposition, we obtain our=f random stream
variabler = (t). As shownin g. of chapter , the noise PSD of the injected dc current

I sto(t) in the simulation follows a E=f relation for a broadband frequency bandwidth.
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Exceptional points

C.1. Case studies to the eigenvalues of exceptional
points

In the following, we present some examples highlighting the properties of exceptional
points. Our aim is to provide a di erentiation between degenerate and exceptional states.

C.1.1. Example a

Consider the matrix (from Kato[59):

AC)= T

I det(A( ) )=IO 1 3 2=0

L= 1+ 2

The two eigenvalues are branches of the double-valued analytic function (149)**2. Thus,
s = n = 2 and the exceptional points are = i whereA( i) has only the eigenvalue 0.

Notice that, if we are considering a problem in which the parameter is real (for instance
the value of an external eld or an injected current, etc.), the exceptional point of this
example is not experimentally "reachable" as it is purely imaginary.
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C. Exceptional points
C.1.2. Example b
Consider the matrix (from&9):

A()= °

I det(A() )= 2 2=0

In this case, the eigenvalues are two distinct analytic functions , which cross at the
exceptional point = 0 where A(0) has only the eigenvalue = 0. In this example, the
exceptional point is reachable also when 2 R.

C.1.3. Example c

Consider the matrix:

A( )= ga :

wherea is a given complex number. There is only the eigenvalue= a for all values
of . This is an example of a permanently degenerate matrix. There are no exceptional
points.

C.1.4. Example d

Consider the matrix (fromE&9):
A( )=

wherea, b are two given complex numbers. There are two eigenvalues= a and
= a, sos =2, and one exceptional point for =0, where A(0) has only the eigenvalue
a.
Note that = 0 is an exceptional point both forb 6 0 and b= 0. In this respect, we
notice that at the exceptional point, the matrix A( ) can be either diagonalizablel{= 0)
or non-diagonalizable 6 0).
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C.2. EPs in coupled oscillators

C.2. EPs in coupled oscillators

In this part, we perform a simple eigenvalue analysis of a system of two coupled oscillators
in a general model. For the sake of simplicity, we restrict ourselves to two simple examples,
which however exemplify the physics of exceptional points in coupled oscillators and
emphasize the sensitive dependence of their characteristics on the system parameters.

C.2.1. Conservative interaction and equal gain/damping term

In this section, we consider the case when the oscillators' damping parameters ful ll
1 2> 0 (both oscillators either damped or self-driven) and the coupling matriK has
the following form:

where 2 R. For the sake of simplicity, we assume for the damping parameters
1 = 2=, and for the frequencies ; = , = . This allows to go through the
analytical derivation more easily. With the assumptions above, eq[ (9.2) becomes:

Z, =1 z3+ z2,+1iz5 (C.1)

Z i Zo+ zZo,+1iz4

In order to nd the eigenvalues of the matrix associated to the linear dynamical system

(C.1), we write (C.1) in real form:

Z1= X1+ i D Zo= Xo
01110)/1 2 21)’201

X1 0 X1
dBy: 0 hg
.4 - ¥
dt 2% %}0 E%& (€2
Y2 0 )

The characteristic equation of the matrix at the right-hand-side of[(C.2) is given by:
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C. Exceptional points

with  the matrix eigenvalues.

Calculating the above determi-
nant, we obtain the four eigenval-

ues.
+w+ = * |( )
70 ey (@) (b)
L= owi( )
=i +)

Fig. shows real and imagi-
nary parts of the eigenvalues in
eg. (C.3). We nd an exceptional (c) (d)

point at = , where the imag- Figure C.1.: Real and imaginary parts of the eigenvalues
inary parts of ., and , coa- as a function of frequency . At = , the imaginary
lesce and thus ,, = parts of .+ and . coalesce in an exceptional point.

+

C.2.2. Conservative interaction and opposite sign of gain/damping
terms

In this section, we consider the case when , < 0 (one oscillator is in its self-sustained
dynamics and the other one is damped) and the coupling matriKk has the following
form:

where 2 R. Forthe sake of simplicity, we assume that; = = >and 1= L= .
Thus, with the above assumptions eqs/[ (9.2) become:

Z, =1 z3+ z2,+1iz5
Z, =i 2 z,+iz,
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C.2. EPs in coupled oscillators

As before, we put the equations in real form:

O 1 O 10 1

X1 0 X1
L
"Gt B, 0 ; ,

Y2 0 Y2

and solve its characteristic equation. It is interesting to note that this equation is
actually biquadratic ( appears only as ). By using some algebra one obtains:

( )2(+)2+ 2(+)2+( )2+4 222 22(2 2)+ 4:0

(2 2)2+2 2(2+ 2) 22(2 2) 222+ 4+ 4:0

and the following four roots:

P

1= 2 2 2 i 2 2 2

2= q 1

p

3= 2 2 24 2 2 2

4= 3
The exceptional pointoccursat = ,when ;= 3= i. Letus plotreal and imaginary
parts of i;:::; 4 as a function of one of the parameters , , . One meaningful case

is to change while keeping and  xed, shown in g. €.2]| the eigenvalues take the
following values:

For =0:
q
= o2 2 2 E P e )
q
= zwi2 P a2t Tr pei(s )
For =
1= 3=1
For >
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C. Exceptional points

We introduce the notation 2= 2 2 and then obtain:

i C 2=

ECEP RS

|
)
)
N

1

w
]
N
N
+
N
]

() (b)

Figure C.2.: Real and imaginary parts of the eigenvalues as a function of .

Fig. shows real and imaginary parts of the eigenvalues It appears clearly that

I ( 13) = 8

There is an exceptional point at = . When crossing the exceptional point, the system
becomes unstable. The coupling introduces a threshold e ect for the gain. Although
the rst oscillator is unstable when regarded alone, the coupled systems is stable for all
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Resune de tlese en frarcais
Thesis summary in French

Les nano oscillateursa transfert de spin (STNOs) convertissent la dynamique de I'aiman-
tation en signauxelectriques radiofequences en exploitant deux pkenonenes importants
de la spintronique : les e ets magretoesistifs d'une part# et I'e et de couples de
transfert de spin™*2213 qui esta l'origine de la dynamique entretenue de l'aimantation.
Depuis 2003, letude des proprees des STNOB4 a suscie unenorme inerét car ils
sont consicees non seulement comme une occasion unique detudier la dynamique non
lireaire a lechelle nanonetriqgue, mais aussi comme des candidats prometteurs pour la
prochaine cgreration de dispositifs spintroniques multifonctionnel83. Plus ecemment,

il aegalementee cemonte que les STNOs sont capables d'etre desekements cks dans
la ealisation de la collecte denergie micro-ondes a large band&Y ou la cetection de
flequencel?28l et de reconstruire des eseaux neuromorphiquesa l'architecture bio-inspie
qui vont au-deh de la technologie CMO%-728],

Ces applications possibles sont toutes fortement lees a la propree fondamentale du
STNO, c'esta-dire sa non-lirearie, qui cecrit un couplage entre I'amplitude et la phase
de l'oscillateur®32, Elle est de faita la base de nombreux prenonenes tels que le ver-
rouillage par injection d'un signal radio-fequence (rf) extern&€324 |a synchronisation de
plusieurs STNO$55657 gy |'e et de diode de spirf?>383940 Cependant, le comportement
non lireaire entra’meegalement une deerioration de la coterence spectrale de I'oscillateur
et conduita une conversion du bruit d'amplitude en bruit de phas&¥248 ce qui limite
sa stabilie en amplitude et en fequence, et donc son applicabilie dans des dispositifs
pratiques eels.

Cette these a pour ambition de fournir une compehension plus approfondie du bruit des
STNOs et en particulier de I'in uence de la non-lirearie. Gereralisablea tous les types
d'oscillateurs spintroniques, nous avonsetudea la fois exgerimentalement et treoriquement
la contribution du bruit de scintillement (ou bruit de Flicker) en 1=f dans le signal proche
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D. Resun®e de tlese en frarcais Thesis summary in French

porteuse de STNOsa base de vortex. Par ailleurs, I'in uence de ce type de bruit sur la
forme spectrale de I'oscillation aeketudee et des moyens potentiels pour aneliorer ef-
cacement la colerence sont proposs. Un autre axe du travail de these aet consacea
letude du couplage et de la synchronisation de plusieurs STNOs, puisque ces capacies
facilitent dierents sctemas d'application dans les technologies prospectives. En e et, au-
deh de la synchronisation, de nouveaux prenonenes complexes sont cemontes etetudes
experimentalement, tels que lemergence de points exceptionnels dans le syseme coupek.
En esune, les esultats obtenus ouvrent de nouvelles perspectives non seulement pour la
recherche fondamentale sur les STNOs, mais aussi pour de nouveaux types d'applications
futures.

D.1. Bruit de scintillement 1=f a faible decalage
fequentiel de la porteuse dans les oscillateurs
spintroniquesa base de vortex
Low o set frequency 1=f icker noise in spin torque
vortex oscillators

Les capteurs magretiques a e et magretoesistif tunnel ou geant (TMR/GMR resp.)
repesentent la composante de base d'un STNO. Le nmecanisme du bruit dans ces dispo-
sitifs aee largementetude depuis la n des anrees 199(235236[2371236.23.240.241.242.243.244]

Il s'agit gereralement 229 du bruit de grenaille (shot noise) incependant de la fequence
(uniquement pour la TMR) et du bruit thermique, ainsi que du bruita basse fequence de
1=f, aussi appek bruit de scintillement. Dans certains cas, le bruit ekgraphique akatoire
(RTN), esultant des uctuations entre deux niveaux denergie dierents, peutegalement
exister. Ses sources sont principalement d'origine electronique ou magretid¢€ et sont
egalement pesentes dans les STNOs, dans lesquels il est pevu que l'existence d'une
dynamique d'aimantation non lireaire auto-entretenue in uence consicerablement les ca-
raceristiques du bruit par rapport aux capteurs magretiques classiques.

La distribution du bruit des STNO pour les fequenceseloigrees de la fequence porteuse
(fo & 10 Hz pour les STNO bases sur le vortex (STVO)) est maintenant raisonnablement
bien comprisd®24517117%] - A temperature ambiante, il aee constae qu'il est principale-
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D.1. Bruit de scintillement 1=f a faible cecalage fequentiel de la porteuse dans les STVOs

ment attribte au bruit thermique dominant dans le cadre de la non-lireariglB246171174]

Cependant, le bruit aux fequences proche porteuse$,( . 10 Hz pour les STVOs), qui
est crucial pour la plupart des applications cibkes, aet comparativement tes peu ou
méme pas du toutetude. L'existence du bruit de scintillementa ces cecalages fequentiels
tes faibles (i.e. proche porteuse) est de nature gererale, car le bruit dechelle spectrale
1=f est pesent dans une grande varee de sysemes physiques, tels que lesemissions
stellaires, les turbulences des lacs, les inondations du Nil, et pratiguement tous les dispo-
sitifs electroniques?4, D'abord mise enevidence par Johnsd#®, puisetudee dans les
sysemes de couches minc&4), letude du bruit de scintillement a ecemment attie I'at-
tention en tant que source de bruit dominante dans les capteurs GMR et TM{RS2311242245]

et leur principal inconwenient en termes de performance.

Dans les STNOs, le bruit de scintillement de=if a faible decalage fequentiel n'a jusqua
pesent ek etude seulement sur le plan experimental par quelques groupel&4i17a250]
Dans les Refd*827 I'accent aee mis sur le bruit thermiquea des cecalages fequentiels
elewes et une indication de bruit coloea 1=f a des cecalages plus faibles aet trouwee.

Dans le chapitre[ 4 de cette these, nous etudions sysematiquement le bruit de scintille-
ment 1=f dans les STNOs bass sur vortex (STVOSs), a la fois experimentalement et
treoriguement, en nous basant sur les equations de Langevin non lireaires correspon-
danted® et en adoptant une approche prenonenologique. En outre, nous pesentons une
etude approfondie des paranetres importants egissant ce type de bruit.

Dans les applications de capteurs magretiques, le bruit de scintilement, qui ne peut pas
encore etre cecrit dans toute son universalie, est gereralement cecrit par le formalisme
empirique de HoogB*2>1l, Dans notreetude, nous cherchonsegalementaetablir un lien
entre un capteur magretique TMR, uneement fondamental du STNO, et la non-lirearie
intrineeque de ce dernier.

Nous avons tout d'abord ceduit une approche treorique pkrenonenologique pour inclure
les processus de bruit de scintilementa faible cecalage fequentiel=1 dans le mockle
d'auto-oscillateur non lireaire. De plus, nous avons pu ecolter des donrees experimentales
montrant les caraceristiques du bruit dans les STVOs et nous nous concentrons ensuite
sur le egime de faible decalage fequentiel. Nous comparons et analysons les donrees
experimentales concernant le mocele developpe et introduisons le formalisme ddooge
pour discuter des paranetres egissant le bruit de scintilement dans les STNOs en ¢ereral
et les STVOs plus particulerement en ce qui concerne la non-lirearie du dispositif.

La gure P.1]esume la mesure d'un bruit d'amplitude de scintillement Ef* et sa conver-
sion en bruit de phase de4f3. En e et, le bruit de phase pesente en outre une contri-
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() (b)

Figure D.1. : Mesure du bruit de scintillement 1=f dans une STVO. (a) La forme spectrale
caraceristique du bruit de phase et du bruit d'amplitude aux cecalageselees de la porteuse est
domiree par le bruit thermique, tandis qu'aux decalages proches de la porteuse elle est domiree
par le bruit de scintillement 1=f. L'encade montre le egime domire par le bruit thermique et
illustre la conversion du bruit d'amplitude en bruit de phase en raison de la non-lirearie. (b)
Dierents termes contribuant au niveau de bruit de scintillement : Pour le bruit de phase de
scintillement, la contribution du bruit de phase de scintillement pur est dominante par rapport
au terme de conversion, contrairement au egime de dcecalage fequentiel plus eleve, comme
illuste dans I'encade de (a).

bution de bruit de scintillement de phase pure, qui s'awere dominante. Par conequent,
nous cemontrons que le couplage amplitude-phase est moins important dans le egime de
faible decalage fequentiel que dans le egime de haut cecalage.

Comme le montre la gure[D.2,

nous constatons que le bruit de scin-

tillement des oscillateurs a trans-

fert de spin, en particulier dans les

STVOs mais extensible a d'autres

STNOs, est cetermire par la non-

lirearie du syseme dans la plage

des courants operationnels avec

forte accordabilie en fequence. Figure D.2. : Evaluation theorique de la contribution
du bruit de scintilement de phase pure. Aux courants

Nous montronsegalement que cette 4o piais|,. . 6mA, le niveau de bruit de scintillement
conclusion devient moins valablediminue avec | 4. en raison de levolution non lireaire
dans le egime de tes grande force du volume d'oscillation magretique actif, puis sature et
i . augmentea | 4c & 6 mA en raison de la proportionnalie
motrice sur le ¢ ur du vortex (c'est- classique de Hooge |§C. Notez que le paranetre de

a-dire un courant applige impor- Hooge n n'est pas encore pris en compte ici.
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D.2. Inuence du bruit 1=f et de la non-lirearie sur le spectre des STNOs

tant), principalement en raison d'une saturation dans levolution non lireaire du volume
actif d'oscillation magretique. De plus, nous combinons les equations dynamiques avec
le formalisme bienetabli de Hooge pour les capteurs TMR, ce qui nous permet de relier
le egime de bruita basse fequence avec le bruit proche de la fequence porteuse, et de
souligner lI'importance de dierents paranetres sur le bruit de faible decalage fequentiel.

D.2. Inuence du bruit de scintillement et de la
non-lirearie sur la forme du spectre des nano
oscillateursa transfert de spin
In uence of icker noise and nonlinearity on the
shape of the frequency spectrum of spin-torque
nano oscillators

La corelation des uctuations de phase dans tout type d'oscillateurs ¢ nit fondamentale-
ment sa forme spectrale. Cependant, dans les oscillateurs non lireaires, tels que les nano-
oscillateurs a transfert de spin, le spectre des fequences peut devenir particulerement
complexe. Cela est surtout vrai lorsque I'on consicere non seulement les processus de
bruit thermique mais aussi les processus coloesa=1, qui sont cruciaux dans le contexte

de la stabilie a long terme de l'oscillateur. Nous abordons le spectre de fequence des
oscillateursa transfert de spin dans le egime des oscillations stables de grande amplitude
de manere experimentale et aussi tteoriquemen4, Nous prenons particulerement en
compte le bruit thermique et le bruit de scintillement f. Nous e ectuons une srie de
mesures du bruit de phase et du spectre sur des oscillateurs spintroniquesa base de vor-
tex, etetudions comment la forme spectrale de I'oscillation cepend de la duee de mesure
et des temps de corelation des dierentes sources de bruit. Nous cemontrons comment
la forme spectrale passe d'une forme de Lorentza courte duee de mesure assoceea une
corelation de bruit blanc,a une forme de Voigt { ou méme gaussienne {a plus longue
duee avec une corelation coloee de £f. An d'analyser ces esultats exgerimentaux,
nous e ectuons des simulations des proprees du bruit de l'oscillateur en incluanta la
fois la contribution thermique et, pour la premere fois, les processus de bruit de scintille-
ment existant dans la dynamique du vortex dans les STVOs. Pour ce but, nous utilisons
l'approche dierentielle de Thiele >4 ainsi qu'un bruit geree de forme 1=f1. En n, nous
pesentons en outre un mockle treoriqgue dans le cadre de la theorie des auto-oscillateurs
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non lireaires (voir chpt. ) dans lequel sont cerivees les fonctions de variance des uctua-
tions de phase permettant de pedire la forme du spectre de fequences des STNOs. La
stabiliea long terme est importante dans plusieurs des ecents ceveloppements applica-
tifs des oscillateursa transfert de spin. Cetteetude apporte quelques icees sur la manere
de mieux aborder cette question.

() (b)

Figure D.3. : Inuence du bruit de scintillement
et du bruit thermique (@) sur les caraceristiques
du PSD de bruit du STVO obtenues en simu-
lation et (b) sur la forme spectrale de l'oscilla-
tion, cerivee theoriquement. Sous bruit thermique
seulement, l'oscillation a une forme spectrale lo-
rentzienne, qui devient une forme de Voigt si I'on
tientegalement compte du bruit de scintillement.
(c) La cependance exgerimentale de la forme spec-
trale par rapporta la duee de la mesure est due
au temps de corelation du bruit de scintillement. (c)

Notre approche de simulation reproduit les mesures e ectlees. Les esultats sont esunes
dans la gure [D.3. Un esultat important des simulations est, premerement, que les
uctuations de la source de courant ne dominent pas les caraceristiques du bruit du STNO
et, deuxemement, que la pesence d'un bruit de scintillement simue modi e clairement
la forme spectrale eelle du signal de sortieEtant presque purement lorentzienne avec
seulement un bruit thermique, la forme spectrale devient plutdt gaussienne en pesence
d'un bruit de scintilement. Ce comportement est en e et pecisement celui que nous avons
obsene experimentalement en enregistrant des spectres de puissancea l'aide de dierents
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temps de mesure. Ces esultats sont ensuite corroboes par un mocele treorique que
nous avons ceveloppe en appliquant la theorie d'auto-oscillateur non lireaire comprenant
non seulement les processus thermiques mais aussi le bruit de scintillement. Ce faisant,
nous parvenons a ceriver la fonction de variance de la uctuation de phase compkte
et, par congequent, la forme treorique du spectre de fequences. En accord total avec
les experiences et les simulations, nous constatons qu'en raison des dierents temps de
corelation des types de bruit, la forme spectrale du STNO cepend en e et de la duee de

la mesure,etant de type Lorentzien sur desechelles de temps courtes et devenant de type
Voigt sur desechelles plus longues. Nous pensons que ces conclusions sont particulerement
importantes en ce qui concerne les diverses applications pevues des STNOSs, en particulier
si la stabilie de la fequence est requise sur de longues echelles de temps. En outre,
comme l'approche utili’e pour decrire I'in uence du bruit thermique et du scintillement

en pesence de non-lirearies ne se limite pasa la description des STN®3, les pedictions
faites sur les conequences sur la forme des spectres de puissance pourraientegalement
@tre valables pour tout autre type d'oscillateurs non lireaires que I'on peut trouver dans

la nature.

D.3. Au-deh du mode gyrotropique : Létat dynamique C
Beyond the gyrotropic mode : The dynamic C-state

Apes plus d'une decennie de recherche, parmi dierentes ealisations de STNO, ceux
bases sur vortex (STVO) se sont awes étre un syseme mockele pour la dynamique non
lireaire 821561 pesentant les meilleures performances en termes de colerence. Bien que
dierentes caraceristiques dynamiques de la distribution non uniforme de I'aimantation
du vortex aienteeetudees { y compris des modes d'ordre sugerieur correspondanta des
modes d'ondes de spin radiaux ou orthoradiaux dans la queue du vor&R491152153] 1
I'exploitation dans les STVOs est le plus souvent limiee au mouvement gyrotropique du
c ur de vortex (G) B, En e et, seules quelquesetudes fontetat de la physique invoquant
le mouvement du c ur de vortex au-deh de ce mode fondamental dans les STVOs.

La gure D.4]montre letat dynamique, appek C-state, au-deh du mouvement gyrotro-
pique du vortex (G) avec une fequence egerement inerieurea letat G, maisegalement
avecd=dl > 0 et une grande colerence et puissance demission dans un STVO bas sur
MTJ avec un polariseur dans le plan. Tant dans I'experience que dans les simulations
micromagretiques, nous avons etude la nature stochastique de la transition entre les
deux modes, ce qui facilite les caraceristiques akatoires potentiellé®! qui pourraient
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(@) (b)

Figure D.4. : Simulation micromagretique de
la dynamique de l'aimantation eelant la nature
de letat gyrotropique (G) et C et leur transition
(a-b) : Dans letat C, le cur du vortex n'est
pasa l'inerieur du nanodisque pendant une par-
tie de la periode. La transition est stochastique.
(a) : Evolution de la fequence et du rayon de
la trajectoire du c ur du vortex avec un courant
appligee continu. (b) Magretisation planaire en
fonction du tempsa dierentes valeurs de courant.
(c) Spectres experimentaux montrant des egimes
desetats G et C avec transition. ()

egalement etre exploiees dans le domaineemergent de la spintronique neuromorphique.
Induite par le courant continu, la transition obsenee entre lesetats G et C est faciliee
par le couple de transfert de spin dit \ eld-like" dans les STVOs bases sur MTJ et notam-
ment compktement stochastique en pesence de bruit thermique. La probabilie detat
peut étre continuellement ajuste dans le egime de transition jusqua ce que,a des valeurs
de courant pluselewes, letat C soit stabili®e, eta des valeurs de courant plus faibles,
letat G apparaisse. Nous pensons que ce carackre stochastique pourrait étre exploiee
pour le calcul cognitif, pour lesquels les STNOs ont ecemmentee mis en uvre de nom-
breuses maneres. Outre les oscillations, la stochasticie est une caraceristique importante
pour les operations neuromorphiques e caces enenergi&f. La combinaison des deux,
les oscillations non lireaires et la stochasticie et en outre la capacie de synchroniser
ou de epondrea des stimuli externes dans un dispositif spintronique unique, peut ou-
vrir la voiea plus de blocs de construction multifonctionnels recessairesa l'informatique
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neuromorphiqué33,

D.4. Stabilisation du bruit de phase par une bouclea
verrouillage de phase
Stabilization of phase noise by a phase locked loop

Dans les chapitres peedents, letude du bruit dans les nano oscillateursa transfert de
spin (STNOs) aek au centre du travail de these. Il est devenuevident que I'amplitude
de ce bruit reste le principal inconwenient en vue de I'exploitation des STNOs dans des
applications pratiques, en particulier dans le domaine des communicatiafisDans ce cha-
pitre, nous pesentons l'inegration d'un STNO dans un syseme de bouclea verrouillage
de phase (PLL), qui nous permet de eduire consicerablement le bruit de phase de l'os-
cillateur. Cette approche a ecemment attie I'attention de plusieurs groupes, aussi bien
en treorie2%%278 qu'en terme de ealisation pratiquel2820012011202:203.205.280] E|le repesente
uneetape importante vers I'applicabilie des STNOs et leur inegration dans des sysemes
eels, notamment parce que les sysemes PLL, gereralement assocesa un VGDsont lar-
gement utilies en micrcelectronique et dans les communications rf pour diverses applica-
tions rf, telles que la ecuperation d'horloge, la (&)modulation de fequence, la gereration
de fequence stable ou la syntrese de fequence, et€l282],

Nous montrons les performances de la PLL sur les STVOs (voir R2f3)), et sur les
STNOs uniformes. En outre, nous ceveloppons une moctlisation theorique pour classer
les performances de la PLL sur un oscillateur non lireaire, et nous donnons un apercu des
travaux en cours et des perspectives futures.

Nous avons pu cemonte une forte eduction du bruit de phase de 50dB @ 10 kHz pour le
vortex (voir g. et de 12dB @ 100 kHz pour le STNO uniforme, avec respectivement
fo 340MHz etf. 4:8 GHz. En outre, nous avons pu analyser les performances de la
PLL pour dierents paramnetres de contréle et trouvons des cependances assez complexes
duesa la grande non-lirearie intrinseque de nos oscillateurs. L'apparition de glissements
de phase, principalement causes par le bruit intrinseque eleve des STNOs, est identiee
comme le principal inconwenient pour l'exploitation du syseme PLL. Cependant, nous
pesentons une theorie qui cecrit parfaitement les caraceristiques des paranetres et ewele

la physique du bruita faible cecalage fequentiel doa la dynamique du glissement de
phase. Notez qu'en gereral, cette theorie n'est pas limiee au seul cas d'une PLL mais

1"Voltage controlled oscillator"
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(a) (b)

Figure D.5. : Resultats du STVO dans le circuit PLL; comparaison avec et sans PLL. (a)
Spectre. (b) Bruit de phase. Une anelioration signi cative des proprees rf est obtenue.

peut facilement etre utilisee pour tout signal externe appligie au STNO. On constate que
la cependance de la densit spectrale (PSD) de bruit par rapport aux paranetres de la
PLL et du STNO est complexe et que son optimisation recessite un compromis entre tous
ces paranetres, ce qui implique une analyse pealable de I'espace des paranetres.

En gereral, en raison de la large di usion des PLL en micraelectronique et de l'inerét
cereral que suscitent les STNOs pour les technologies futures, I'anelioration des ca-
raceristiques de bruit des STNO grace a une PLL est tes ineressante pour les ap-
plications rf potentielles. Cela inclut par exemple les nemoires associatives bases sur
les STNOd422%32% oy les communications rf par exemple par modulation de phase ou de
fiequencel?23],

D.5. Nano-oscillateursa transfert de spina base de
vortex mutuellement coupés : Synchronisation
Mutually coupled spin torque vortex oscillators :
Synchronization

La synchronisation mutuelle et, plus gereralement, les e ets de couplage mutuel entre
deux ou plusieurs oscillateurs (non lireaires) pesentent un inerét fondamental dans tous
les domaines de la physique, et méme au-d&§#20929€.297]

Pour les nano oscillateurs a transfert de spin (STNOSs), la synchronisation mutuelle
pesente un inerét technologique enorme : Premerement, parce que les caraceristiques
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demission, c'esta-dire la puissance de sortie et la largeur de raie, peuvent &tre consicera-
blement anelioeesi23537327 comme nous le cemontrons egalement. Et deuxemement,
parce qu'un ensemble d'oscillateurs non lireaires coupks peut interagir dynamiquement
et former un eseau neuronal arti ciel \bio-inspie" capable d'e ectuer des taches com-
plexes comme par exemple la reconnaissance de fori§@323330331I332333] pcemment
cemontee par M. Romera dans notre laboratoire. Les STNOs dans ce sens fournissent
une impkementation maeriellea faible consommation denergiea lechelle nanonetrique,
imitant I'activie eriodique impulsionnelle des neurones biologique3433533€6337.338] gyec

la capacite de egler peciement les caraceristiques d'oscillation, particulerement im-
portantes pour l'apprentissage machin&?,

La synchronisation mutuelle dans les STNOs aet cemontee pour la premere fois en
200935192 et depuis, l'accent aee mis principalement sur I'e cacie du necanisme de
couplage. Ici, nous cemontrons la synchronisation mutuelle de deux STNOs a base de
vortex par un screma de couplage electrique non locEf! et etudions le controle des
proprees de synchronisation par un cephasage induit entre les deux oscillateurs. De
plus, nous obtenons une anelioration signi cative des caraceristiques demission rf dans
le egime synchronise et nouseclairons la variation de puissance stable dans le egime de
synchronisation pour le verrouillage en et hors phase.

Toutefois, la principale limitation en termes de synchronisation stable (c'esta-dire la non-
divergence de la dierence de phase) et d'application des STNOs dans les grands eseaux,
tant pour la gereration de signaux que pour le neuromorphique, est leur bruiteleve. Nous
etudions donc explicitement les caraceristiques du bruit dans le syseme synchroni et
etudions la conversion croiee du bruit et la dynamique du glissement de phase.

Resunee sur les gs.[D.6 &[D.7, une eduction du bruit de phase dans le egime syn-
chronie est trouwee a la fois experimentalement et egalement treoriguement. De plus,
nous observons et cecrivons un bruit d'amplitude signi cativement accru lorsque les deux
STVOs sont synchronises ( g.[D.8) et souvent une distribution d'amplitude asynetrique
(g. D.7b). Gracea un mockle, nous avons pu montrer que le bruit d'amplitude ele\e
est en partie intrinseque au syseme par les conversions croiees du bruit dans le syseme
coupek (g. et provient en autre partie devenements de desynchronisation et de la
cerive de phase dans le potentiel de synchronisation periodique ( g5. D.Jb & D.Jrc).

De plus, nous analysons en cetail la synchronisation jusqua 8 STVOs et levolution des
paranmetres rf avec le nombreM d'oscillateurs coupks. Nous constatons que le bruit de
phase s'aneliore aved , mais que le bruit d'amplitude augmente encore avéd , en méme

temps qu'une distribution d'amplitude plus large et plus asynetrique. En conclusion de
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Figure D.6. : PSD du bruit (bruit d'amplitude (AN) et de phase (PN)) : comparaison des deux
STVOs cecoupes (bleu, vert) avec le egime synchronis a dierents courants |I4c1 du STVO

1 (rougeatre, gris). Les graphigues de droite montrent les zooms du graphique de gauche, qui
couvre une large gamme de fequences. Le couranta travers du STVO 2 est egealgco =
const = 6:89 mA. Dans le egime synchronis, on constate une diminution du bruit de phase et
une forte augmentation du bruit d'amplitude.

(@) Treorie (b) Mesure (c) Potentiel griodique

Figure D.7. : (a) PSD threorique du bruit : diminution du bruit de phase et augmentation du

bruit d'amplitude en raison des conversions croiges du bruit intringeque avec couplage > 0.
(b) Distribution de la tension de créte avec asynetrie due au(c) potentiel de synchronisation
periodique V( ), avec la dierence de phase des oscillateurs.

ce chapitre, le bruit d'amplitude devrait donc devenir particulerement important pour
les grands eseaux des STNOs synchronises.
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D.6. Nano-oscillateursa transfert de spina base de
vortex mutuellement coupés : Dynamique
complexe au-deh de la synchronisation
Mutually coupled spin torque vortex oscillators :
Complex dynamics beyond synchronization

Lemergence de points exceptionnels (EPs) dans un probeme de valeurs propres est
etudee dans un sens gereral en physique mathematique. Elle donne lieua des ptenonenes
physiques ineressants dans des sysemes coupks et permet d'utiliser de nouvelles ap-
proches pour lingenierie de nouveaux types de capteurs et autres dispositifs. Simul-
tarement, des oscillateurs spintroniques sont prétsa étre ceployes dans dierents sclkemas
d'applicationa lechelle nanonetrique et maintenantetudes depuis plus d'une decennie.

Ici, nous cemontrons lemergence des EPs dans les nano-oscillateursa transfert de spin,
ainsi que des egions d'extinction d'amplitude (oscillation death) et de dynamique com-
plexe. Les e ets des EPs et des plenonenes connexes dans ces oscillateurs spintroniques
non lireaires montrent leur polyvalence et permettent de nouvelles approches non seule-
ment pour des nouveaux prenonenes physiques mais aussi pour des applications poten-
tielles, par exemple dans la technologie des capteurs spintroniques ou le calcul neuromor-
phique.

Les points exceptionnels (EPs) sont des embranchements des racines carees des valeurs
propres complexes d'une matrice non-hermitienié%. Outre leur description gererale

en physique matrematiqud369:370395400:400.402] jis ont jusquéa pesentee principalement
etudes dans des sysemes quantiques ouverts cecrits par des Hamiltoniens non hermitiens,
tels que les spectres atomiques dans les champselectromagretidt®s les experiences de
cavies micro-onded398:404i405406.407] |es microcavies optiques chaotiqued®, les sysemes
optonecaniqued®? et les sysemes quantiquesP T -symnetriquest94104ll] - majis aussi
dans des oscillateurselectriques classiques couff#3413 et, tes ecemment, dans la dyna-
mique de spina couplage dissipati#*¥. Le domaine des sysemes EP potentiels est large,
mais leuretude n'en est"[...] encore qua ses cebuts"#2%, Recemment, de nouveaux types
de capteurs ontet propoeg*, qui sont bases sur l'utilisation des EPs et atteignent une
sensibilie sans peedenti?%l, cemontee jusqua pesent en optique pour la dcetection de
nanoparticules tes sensible88414 oy pour un laser gyroscop&®l, et dans des anneaux
semi-conducteurs pompes optiquement pour la cetection de la temperatuf®®? ou dans
des microcantilevers coupks pour la cetection de masse ultrasensi3té.
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(@) (b)

() (d)

Figure D.8. : (a) Spectres d'oscillation experimentaux. Le courant continu d'alimentation | gc.1
dans le STVO 1 est egk sur une valeur constante tandis quel 42 est balaye. Dans une certaine
egion (5:3 - 8mA), l'oscillation cesse en raison du couplage entre les deux oscillateuré)
Treoriquement, I'occurrence de la mort d'amplitude est decrite par une partie eelle regative de
la valeur propre correspondante. Le EPemerge & ai les deux valeurs propres fusionnent dans le
plan complexe.(c) L'encerclement exgerimental du EP conduita une cependance directionnelle
du courant critique pour le declenchement d'oscillations stables.(d) Au voisinage du EP, on
constate une stabilie stochastique des oscillations auto-entretenues. La probabilie de stabilie
peut étre controke par les parametres du syseme, ici | g¢:1.

Resurres dans la gure[D.§, nous sommes parvenusa aller au-deh de I'e et de synchro-
nisation dans un syseme de deux STVOs mutuellement coupks, etetudions son compor-
tement complexe sous un fort couplage mutuel. En fonction des paranetres du syseme,
on observe plusieurs plenonenes ineressants, tels que les egions de mort d'amplitude,
les caraceristiques stochastiques et I'apparition d'e ets d'attraction ou de epulsion de
niveau. Une etude theorique des valeurs propres dans le syseme coupk concorde avec
les mesures e ectiees et met en relation les prenonenes qui se produisent avec l'appari-
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tion de points exceptionnels (EPs), carackries dans l'espace paranetrique des courants
d'alimentation des STVOsI 4.1 et l4.2. Cette observation cecrit,a notre connaissance,
la premere cemonstration exgerimentale des EPs dans des oscillateurs spintroniques.
De plus, nous montrons la possibilie de contréler indirectement letat d'oscillation du
syseme gracea la egion d'extinction d'amplitude eta la topologie du point exception-
nel, tous induits par le couplage. Nous cemontrons qu'un comportement stochastique peut
egalement etre ceclencle et exploie e cacement a n de manipuler stochastiquement la
stabilie d'oscillation.

Nous pensons que les esultats sont ineressants d'un point de vue gereral et en outre
prometteurs du point de vue de l'informatique neuromorphique assocee a un syseme
de contrble stochastiqui7838838E390.391392.398] Eny gutre, de nouveaux types de capteurs
fonctionnanta des points exceptionnels pourraient étre corcus et devraient atteindre une

sensibilie sans pecdent.
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